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1. INTRODUCTION

This review intends to critically assess recent findings related
to nucleation and growth of atmospheric nanoparticles, with an
emphasis on the understanding of these processes at a funda-
mental molecular level. Aerosols (small particles suspended in
air) can be directly emitted into the atmosphere from primary
sources or be formed in the atmosphere through nucleation of
gas-phase species. Aerosol nucleation events produce a large
fraction of atmospheric aerosols. New particle formation occurs
in two distinct stages,1 i.e., nucleation to form a critical nucleus
and subsequent growth of the critical nucleus to a larger size
(>2�3 nm) that competes with capture and removal of the
freshly nucleated nanoparticles by coagulation with pre-existing
aerosols. Nucleation is generally defined as creation of molecular
embryos or clusters prior to formation of a new phase during the
transformation of vapor f liquidf solid. This process is char-
acterized by a decrease in both enthalpy and entropy of the
nucleating system (i.e., ΔH < 0 and ΔS < 0). Hence, although
thermodynamically favorable according to the first law of thermo-
dynamics, (i.e., exothermic) nucleation is hindered in entropy
according to the second law of thermodynamics. A free energy
barrier,ΔG (ΔG =ΔH� TΔS > 0), is often involved and needs to
be surmounted before transformation to the new phase becomes
spontaneous. Another major limitation in the nucleation and
growth of atmospheric nanoparticles lies in significantly elevated
equilibrium vapor pressures above small clusters and nanoparti-
cles, also known as the Kelvin (curvature) effect, which considerably
restricts growth of freshly nucleated nanoparticles.

Formation of molecular clusters occurs through random
collisions and rearrangements of atoms or molecules of the
existing phase (Figure 1a). Growth of a cluster can be repre-
sented as a reversible, stepwise kinetic process. After reaching a
critical size (the critical cluster or nucleus), further growth of the
cluster becomes spontaneous. At each step, formation and
decomposition of a cluster can be described by fundamental
kinetic rate theories. A cluster can form homogeneously within the
original phase or heterogeneously on various irregularities, such as
pre-existing small particles or ions, which assist in surmounting
the free energy barrier associated with formation of an interface

between the small cluster of the new phase and the original phase
(Figure 1b). The lifetime of clusters is extremely short, but since
a very large number of clusters form and dissociate at any time, a
few can reach the critical size and continue to grow sponta-
neously to form larger particles. Atmospheric nucleation of
aerosols from vapors1,2 is, in principle, analogous to that of
freezing of liquids,3 crystallization of supersaturated solutions,4

and formation of vapor bubbles inside the bulk liquid;5 all
proceed by the same basic mechanism. The common feature of
the nucleation process is that there exists a dividing surface6,7 at
the critical nucleus that separates the properties of the original
and new phases. From an energetic perspective, the free energy of
cluster formation, ΔG, increases with cluster size prior to but
decreases after the critical nucleus, reaching a maximal value at
the critical size, i = i*. Hence, the critical nucleus can be identified
if the free energy surface leading to cluster growth is available6

ð∂ΔG=∂iÞi¼ i� ¼ 0: ð1:1Þ
The properties of the critical nucleus are central to nucleation
theory. The rate at which nucleation occurs is related to the
chemical makeup of the critical nucleus and the gaseous con-
centrations of the nucleating species and is an important variable
in simulations of aerosol formation in atmospheric models.1

Nucleation from the vapor phase is homomolecular when a
single type of a gas is involved in formation of a critical nucleus
and heteromolecular when several types of gases are involved in
formation of a critical nucleus. In the absence of existing
heterogeneities, homomolecular nucleation requires an extre-
mely high supersaturation. For instance, homogeneous nuclea-
tion of pure water vapor requires a supersaturation of a few
hundred percent. Since such a condition is hardly realized in the
atmosphere, homomolecular nucleation of water vapor, leading
to formation of cloud droplets, is always heterogeneous in nature,
taking place on pre-existing water-soluble seeds, i.e., cloud
condensation nuclei (CCN). In fact, clouds would have never
formed in the Earth’s atmosphere in the absence of CCN.

Homogeneous nucleation of atmospheric nanoparticles, the
focus area of this review, is always heteromolecular, involving two
(binary), three (ternary), or possibly more mutually interacting

Figure 1. Schematic representation of the transformation from the molecular complex through the critical nucleus to 2�3 nm nanoparticle (top) and
associated free energy variation (bottom). (Reprinted with permission from ref 1. Copyright 2010 American Association for the Advancement of
Science.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-000.jpg&w=300&h=190
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vapors (multicomponent). The abundance, volatility, and reac-
tivity likely determine the potential of a chemical species
as a nucleation precursor. Atmospheric aerosol formation is
closely linked with the gas-phase chemistry because the abun-
dances required for nucleation to occur are achieved through a
gradual increase in the concentration of the nucleating vapors
produced from photo-oxidation of atmospheric gases, such as
sulfur dioxide and volatile organic compounds (VOCs), includ-
ing many saturated, unsaturated, or aromatic hydrocarbons,

SO2 þ OH f
O2, H2O

H2SO4 ð1:2Þ

VOCs þ OHf
O2

oxidized organics ð1:3Þ
The most common nucleating species is sulfuric acid because of
its low vapor pressure at typical atmospheric temperatures,
which is further reduced in the presence of water due to the
large mixing enthalpy of these two substances.8�10 The pre-
sence of gaseous H2SO4 in concentrations exceeding 105

molecules cm�3 has been shown as a necessary condition to
observe new particle formation in the atmosphere.11,12 In
addition to sulfuric acid, a number of other nucleating pre-
cursors, including atmospheric ions, ammonia, amines, organic
acids, and iodine oxides, have been proposed to be involved in
formation of the critical nucleus under different ambient
environments. The size and chemical make up of atmospheric
critical nuclei are not well-known presently, because of the lack
of existing analytical methods to directly probe the critical
nucleus. Indirect measurements and theoretical calculations
suggest that the critical nucleus has a diameter on the order of
1 nm and consists of a relatively small number of molecules held
together by noncovalent van der Waals (vdW) interactions.
Since the molecules of known nucleating vapors possess a
significant dipole moment and/or contain a hydrogen atom
connected with an electronegative atom (nitrogen or oxygen),
electrostatic, polarization, and hydrogen-bonding interactions
have been recognized to play a significant role in formation of
the smallest clusters. As clusters grow, proton transfer from an
acid moiety (e.g., H2SO4) to a base moiety (e.g., H2O or NH3)
becomes possible because the resulting ion pair is stabilized
by interactions with surrounding polar molecules (e.g., H2O)
within the cluster. Formation of an ion pair can significantly
increase the nucleation rate by reducing the free energy
of the critical nucleus. However, current understanding of
the role of proton transfer and other possible chemical
processes in the nucleation of atmospheric clusters is still
inadequate.

Aerosol nucleation events, which are reflected as episodes with
very high concentrations (up to 104 particle cm�3 or higher) of
nanoparticles generated in a short period of time, are frequently
observed in the free troposphere and under remote, urban,
forested, and marine environments of the lower troposphere.
Thermodynamically stable larger clusters and small nanoparti-
cles formed during a nucleation event need to grow quickly so
that they are not scavenged by coagulation through collisions
with existing larger particles. The surface of pre-existing particles
also acts as a condensation sink for nucleating vapors, reducing
their concentration and inhibiting nucleation. Whereas conden-
sation of low-volatility vapors and reversible partitioning of
semivolatile vapors are commonly recognized as the major
contributors to growth of aerosols, the role of heterogeneous
chemical reactions between gas-phase chemical compounds and

particles is not well understood and is a subject of intensive
research.13 When reaching a size of about 50�100 nm, aerosols
become efficient light scatterers and CCN.14 Overall, during the
atmospheric lifetime, the size of particles may vary over 5 orders
of magnitude, from a lower limit of about 1 nm corresponding to
stable molecular clusters to an upper limit of about 1 mm for
cloud droplets. Growth of nanoparticles driven by condensation,
partitioning, heterogeneous chemical reactions, and coagulation
is another focus area of this review.

Atmospheric aerosols have profound impacts on the Earth�
atmosphere system, influencing the weather, climate, atmo-
spheric chemistry and air quality, ecosystem, and public
health.15 Those particles cool the atmosphere by directly
scattering a fraction of the incoming solar radiation back to
space, an effect commonly referred to as direct climate forcing.
By acting as CCN and ice nuclei (IN), aerosols play an
important role in controlling cloud formation, development,
and precipitation, impacting the albedo, frequency of occur-
rence, and lifetime of clouds on local, regional, and global
scales,16�21 which is often referred to as indirect climate
forcing. Presently, the aerosol direct and indirect effects
represent the largest uncertainty in climate predictions.22 Also,
chemical reactions occurring on the surface or in the bulk of
aerosols23,24 may alter the properties of aerosols and the
gaseous composition of the atmosphere. For example, hetero-
geneous reactions on particle surfaces convert inactive chlorine
species into photochemically active forms in the middle atmo-
sphere (between 20 and 50 km altitudes), leading to depletion
of stratospheric ozone,25�35 which acts as a UV shield. In the
lower atmosphere (below 20 km), particle-phase reactions can
modulate formation of tropospheric ozone,36�41 which is a key
criteria air pollutant. On the regional and local scales, fine
particulate matter (i.e., aerosols smaller than 2.5 μm or PM2.5)
represents a major contributor to air pollution.42 Elevated
concentrations of PM2.5 cause degradation in visibility, exacer-
bate accumulation of pollutants in the planetary boundary layer
(PBL), and adversely affect human health.43 Increasing evi-
dence has implicated aerosols not only in aggravation of
existing health symptoms but also in the development of
serious chronic diseases.44 When inhaled, aerosols can amplify
the adverse effect of gaseous pollutants, such as ozone,45 and
the smallest particles cause themost severe health impacts46 because
they have higher probability than larger particles to deposit in the
pulmonary region and penetrate into the bloodstream.47,48

Several previous review articles have provided a detailed
account of different aspects of new particle formation in the
atmosphere, including field measurements of atmospheric aero-
sols and nucleation events,49�51 coastal new particle formation,52

the relation between laboratory, field, and modeling nucleation
studies,53,54 and the role of different types of nucleation processes
in the atmosphere.55 Over the past few years, there has been
substantial research progress in the area of atmospheric aerosol
nucleation, including development of novel detection methods
for atmospheric nanoparticles and clusters, as summarized in a
recent review by Bzdek and Johnston.56 Advances in analytical
instruments have led to a number of laboratory and field studies
that produced exciting yet often contradictory results regarding
the compositions of the critical nucleus and the role of sulfuric
acid and other species in the nucleation and growth of
nanoparticles.57�61 In the present review, we first provide the
background information on theoretical and experimental ap-
proaches toward investigation of homogeneous vapor nucleation
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and then introduce recent advances in nucleation and growth of
atmospheric nanoparticles. Throughout this review, we strive to
present the various nucleation aspects from a fundamental
chemical prospective. Since there is a vast body of literature in
the area of atmospheric aerosol nucleation, we do not attempt to
be inclusive to cover all available publications on this subject.
Instead, we choose in this review to focus on the studies that
make the most important advances in this field.

In section 2, we introduce the nucleation theories and
illustrate how the predicted nucleation rates are related with
results of laboratory experiments for a number of simple nucle-
ating systems. Nucleation of atmospheric aerosols, including
ambient measurements, laboratory experiments, and theoretical
studies, is described in section 3. Results of laboratory experi-
ments and ambient measurements of nanoparticle growth are
presented in section 4, and section 5 provides the numerical
approaches developed to connect measured aerosol nucleation
and growth rates. Section 6 contains the concluding remarks and
describes future research needs. A glossary of acronyms is
provided at the end of the review.

2. OVERVIEW OF VAPOR NUCLEATION

2.1. Nucleation Theories and Computational Approaches
In the absence of heterogeneities, formation of a new phase

occurs through random fluctuations in the vapor density, generating
clusters that can grow or decay by gaining or losing a monomer
molecule. Growth of the cluster can be represented by a reversible,
stepwise kinetic process in a single or multicomponent system

:::Csf
þAi�1 , k

þ
i � 1

i � 1rs
k�i

C
�sf

þAi , k
þ
i

irs
k�
i þ 1

Ciþ1::: ð2:1Þ

where Ai�1 denotes a monomer species to be added to the cluster
Ci�1 at the (i � 1)th step and ki

� and ki
+ represent the cluster

decomposition and association rate constants, respectively. A
complete nucleation theory can be established to describe the
evolution of the population of clusters, i.e., the rates andmechanism
bywhich these clusters grow and decay. As reflected by equation 1.1,
the free energy of the nucleating system reaches amaximum(i.e., the
nucleation barrier) when the critical nucleus forms. In addition, a
multicomponent system may exhibit multiple nucleation barriers,
leading to further complication in the identification of the critical
nucleus on the basis of the free energy surface of the cluster growth.

Kinetically, at the critical nucleus, the rate to form the (i + 1)th
cluster is equal to that of decomposition of the critical nucleus to
form the (i � 1)th cluster, i.e.

k�i ½C�
i � ¼ kþi ½Ai�½C�

i � ð2:2Þ
where [Ai] and [Ci] are the number concentrations of the
associating monomer and the cluster of size i, respectively.
Furthermore, since the molecular flux between adjacent clusters
achieves the minimum at the critical nucleus (commonly referred
to as a bottleneck7), another practical approach to locate the
critical nucleus is to variationally minimize the molecular flux as a
function of the cluster site

dFi=di ¼ 0 ð2:3Þ

where Fi is the number of clusters growing from a size i to a size
i + 1 per second. The rate of nucleation, J, is defined as the rate of
growth of the critical nucleus

J ¼ ki
þ½Ci�� ð2:4Þ

The association and decomposition rate constants can be
calculated employing the kinetic rate theories, such as transition
state theory (TST).62 For each cluster, the association rate is
related to the dissociation rate by detailed balance63�70

kþi � 1

k�i
¼ QC�

i

QCi�1QAi�1

exp
DC�

i

kT

� �
ð2:5Þ

whereQCi
* is the partition function of the critical nucleus,QCi�1

and
QAi�1

are the partition functions of the respective (i� 1)th cluster and
monomer, k is the Boltzmann constant, T is the temperature, and
DCi

* is the binding energy of the critical nucleus relative tomonomer
and (i � 1)th cluster. The decomposition rate constant of each
cluster can be calculated according to the following expression63�70

k�i ¼ kT
h

Q q
C�
i

QC�
i

exp �ΔE
kT

� �
ð2.6Þ

where QCi *
q is the partition function of the transition state, h is the

Planck constant, and ΔE is the transition state energy relative to the
critical nucleus. In the case that the association reaction proceeds
without an activation barrier (a loose transition state), the location of
the transition state can be determined variationally byminimizing the
decomposition reaction rate constant using canonical variational
transition state theory (CVTST).71 The partition functions required
for eqs 2.5 and 2.6 can be evaluated by treating the rotational and
translational motion classically and treating vibrational modes quan-
tum mechanically. Vibrational frequencies, moments of inertia, and
reaction energies can be taken fromquantum chemical calculations.72

An example of such an approach is the dynamical nucleation theory
(DNT) of Kathmann et al.,73�75 which uses CVTST to locate
transition states and calculate evaporation rate constants ki

� for each
stage of the nucleation process.

Depending on the assumptions and approximations made,
three major types of theoretical approaches have been estab-
lished to characterize the nucleation process. Phenomenological
theories, e.g., classical nucleation theory, attempt to obtain the
free energy of formation of the critical nucleus frommacroscopic
parameters, such as the surface tension and the bulk liquid density.
Some kinetic theories derive the cluster distribution and hence the
nucleation rate by calculating rate constants for association and
decomposition of clusters, avoiding explicit evaluation of cluster
formation energies from macroscopic parameters. Molecular-scale
approaches, including molecular dynamics, Monte Carlo simula-
tions, and density functional theory, apply first principles to calculate
the cluster structure and free energy of cluster formation.
2.1.1. Classical Nucleation Theory. The classical nuclea-

tion theory (CNT) was formulated by Becker and D€oring76 and
Frenkel77 on the basis of the kinetic theory of nucleation
established by the work of Volmer and Weber78 and Farkas.79

CNT includes the thermodynamic and kinetic components by
evaluating the free energy change of formation of a nascent phase
cluster and calculating the nucleation rate. The phenomenologi-
cal approach to CNT describes the nucleation process in terms of
the change in Gibbs free energy of the system upon transfer of i
molecules from the vapor phase to an i-mer cluster of radius r

ΔG ¼ � ikT ln S þ 4πr2σ ð2.7Þ
where S = pA/pA

S is the saturation ratio, pA is the vapor pressure
of substance A in the gas phase, pA

S is the vapor pressure of
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substance A over a flat surface of the corresponding liquid,
and σ is the surface tension. Although the cluster may consist
of only a few molecules, it is assumed to have sharp boundaries
and the same physical and chemical properties as the bulk phase
(capillarity approximation). For a spherical cluster, the number
of molecules i can be explicitly related to its radius i = (4/3)πr3/vl,
where vl is the volume of a single molecule in liquid. Equation 2.7 is
one of the forms of the Kelvin equation, which expresses the ele-
vation in the saturation vapor pressure above a curved surface, such
as the interface between a small liquid droplet and surrounding air.
The free energy change of the cluster formation given by the

right-hand side of eq 2.7 consists of two terms. The first term
represents the energy decrease upon the transition from vapor to
liquid and may be either negative or positive, depending on the
vapor saturation ratio. The second term, which is related to the
excess of the free energy at the liquid/vapor interface, is always
positive. When vapor is subsaturated (S < 1), the free energy of
cluster formation is always positive and condensation is prohib-
ited (Figure 2). If the system is supersaturated (S > 1), the free
energy term is negative, favoring condensation of vapor mol-
ecules and growth of the embryonic droplet. For very small
particles, the increase in the free energy due to formation of the
new surface area dominates over the free energy decrease from
bulk phase formation, resulting in an energy barrier to nucleation.
For droplets with size greater than the critical radius r*, the
condensation term dominates, leading to a decrease in ΔG as
shown in Figure 2. The free energy of cluster formation ΔG
reaches a maximum at r*, and the location of the critical nucleus
can be determined by differentiation of eq 2.7 with respect to r

r� ¼ 2σvl
kT ln S

ð2.8Þ

The corresponding number of molecules i* at the critical size and
free energy barrier heightΔG* are given in the following relations

i� ¼ 32πσ3v2l
3ðkT ln SÞ3 ð2.9Þ

ΔG� ¼ 4π
3
σr�2 ¼ 16π

3
σ3v2l

ðkT ln SÞ2 ð2.10Þ

The critical nucleus at the top of the ΔG curve is in a metastable
equilibrium with the vapor. If a single molecule is removed from
the critical nucleus, the free energy decreases and the cluster
decomposes. If amolecule is added to the critical nucleus, the free

energy also decreases and the cluster continues to grow sponta-
neously. The nucleation rate J can be defined as the number of
clusters that grow past the critical size per unit volume per unit
time

J ¼ J0 exp �ΔG�
kT

� �
ð2.11Þ

where J0 is the pre-exponential factor typically determined from
gas�kinetic considerations. The nucleation rate has a negative
exponential dependence on the height of the free energy barrier.
An increasing saturation ratio decreases the critical nucleus size
and the height of the free energy barrier, resulting in a faster
nucleation rate (eqs 2.10 and 2.11).
Classical nucleation theory can be applied to nucleation of

multicomponent vapors. When several molecular species parti-
cipate in nucleation, the chemical composition of the critical
nucleus, which is usually different from the vapor composition,
becomes an additional degree of freedom. CNT of binary
homogeneous nucleation is first introduced by Flood80 and
further developed by Reiss.81 The free energy change, ΔG*(i1, i2),
associated with formation of a critical nucleus from binary
vapor depends on the concentrations of molecules of both
components, i1 and i2. The critical nucleus is located at the
saddlepoint on the ΔG*(i1, i2) surface and corresponds to the
smallest cluster for which growth by addition of another mole-
cule of vapor of either component is a spontaneous process.
An alternative kinetic formulation of the classical nucleation

theory can be obtained for cluster formation and dissociation
corresponding to reaction 2.1

d½Ci�
dt

¼ kþi � 1½Ci�1�½Ai�1� � k�i ½Ci� � kþi ½Ci�½Ai�

þ k�i þ 1½Ciþ1� ð2:12Þ
In the steady state, the concentrations of clusters of different sizes
are independent of time and the net rate, at which clusters Ci

become Ci+1, is constant for all i. This simplification reduces the
problem of calculating the nucleation rate to the derivation of the
association and decomposition rate constants.82 Whereas the
association rate constant ki

+ can be calculated from first princi-
ples, usually assuming that it is the gas�kinetic collision rate, the
decomposition rate ki

� requires evaluation of the cluster stability,
typically from the free energy change of cluster formation, based
on the properties of bulk solutions.83 For this reason, not only the
resulting nucleation rate derived by the kinetic approach takes a
general form given by eq 2.11 but also it is exactly equivalent to
the nucleation rate obtained within the framework of the
phenomenological approach.
The advantage of CNT lies in its simplicity. The CNT

approach provides closed analytical expressions for the critical
saturation and nucleation rate based on the free energy of critical
nucleus formation derived from measurable bulk properties,
readily available for many substances. Although CNT allows
estimation of critical supersaturations reasonably well, it fails
frequently, by many orders of magnitude, in reproducing mea-
sured nucleation rates for a broad range of substances and
experimental conditions. Specifically, the nucleation rates are
underestimated at low temperatures and overestimated at high
temperatures,84 and critical supersaturations are significantly
underestimated for strongly associated vapors, such as organic
carboxylic acids.85 One of the major reasons for the poor

Figure 2. Gibbs free energy change for formation of a droplet of radius r
from unsaturated (S < 1) and supersaturated (S > 1) vapor; ΔG*
corresponds to a critical nucleus of radius r*.

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-001.png&w=172&h=123
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quantitative performance of CNT is the assumption that the
critical nucleus can be approximated by a spherical droplet with a
well-defined, sharp boundary and physical properties that are
identical to those in the bulk phase. However, macroscopic values
of the surface tension and molecular volume may not be directly
applicable to clusters consisting of a small number of molecules.
In fact, molecular dynamics and density functional theory
calculations indicate that surface tension decreases as the clusters
become smaller.86,87 As follows from eqs 2.10 and 2.11, the
nucleation rate, J � exp (σ3vl

2), is extremely sensitive to the
absolute values of surface tension and molecular volume, so that
even small uncertainties in σ and vl change the nucleation rate by
many orders of magnitude. While treatment of larger (i > 10)
clusters can be made using the standard capillarity approxima-
tion, the capillarity approximation fails for the smallest clusters
(i < 10).88�90

Alternatively, the agreement between CNT and experimental
nucleation rates can be improved by deriving Gibbs free energies
for small clusters from accurate ab initio quantum chemical
calcualtions.91

In addition to the capillarity approximation, CNT contains
other inconsistencies and assumptions. As follows from eq 2.7,
the change in Gibbs free energy does not equal zero for a cluster
composed of a single monomer molecule (i = 1), which is
physically unrelistical. Several groups have proposed corrections
to ensure that ΔG = 0 for i = 1, thus making CNT self-
consistent,92�94 although questions arise on the validity of such
ad hoc adjustments. Also, an assumption of the steady-state
population of subcritical clusters throughout the entire nuclea-
tion process and the concentration of monomers being much
higher than the concentration of subcritical clusters may be
invalid under a broad range of nucleation conditions. In the case
of fast nucleation, a large fraction of the nucleation flux is due to
cluster�cluster collisions, leading to underestimation of the
nucleation rate by phenomenological CNT in comparison to
the kinetic approach.95

The relatively small size of nucleating clusters allows treating
the molecular interactions explicitly. A number of theoretical and
computational approaches have been developed that rely on
molecular simulations to calculate cluster properties, which are
then used to determine nucleation rates. In these approaches,
condensation rate constants are often approximated by gas-phase
collision rates of vapor molecules with growing clusters as in
CNT, whereas the cluster distribution functions, partition func-
tions, and Helmholtz free energies are computed frommolecular
simulations. The simulations may employ quantum mechanical
electronic structure calculations to develop a harmonic model of
molecular interactions together with the rigid-rotor harmonic
oscillator approximation to determine free energies or use
analytic empirical or semiempirical interaction potentials and
calculate the full anharmonic free energy through statistical
mechanical sampling. Using ab initio electronic structure calcula-
tions has the general benefit that chemical bonds in the clusters
can be formed or broken and that the accuracy of the energies can
be systematically improved. However, these benefits come at a
high computational cost, making statistical mechanical sampling
of the nuclear configuration space impractical. The use of analytic
interaction potentials not only allows performing statistical
mechanical sampling but also avoids the rigid-rotor harmonic
oscillator approximation. Overall, an accurate prediction of
nucleation rates requires precise representations of the molecular
interactions combined with a theoretical formalism connecting

interaction energies to rate constants and appropriate statistical
mechanical sampling to obtain accurate free energies or, equiva-
lently, equilibrium constants.96

2.1.2. Kinetic Theories. There are a number of kinetic
theories that obtain the cluster distributions and hence the
nucleation rate by calculating rate constants for formation and
decomposition of clusters using methods that avoid explicit
evaluation of cluster formation energies and surface tension.74,97

The method of Ruckenstein and co-workers is based on calcula-
tion of the decomposition and association rates independently by
solving the Smoluchowski or Fokker�Planck equation govern-
ing the motion of a single molecule in a potential well around the
cluster.98,99 In the original version of this method, the cluster is
assumed to have sharp boundaries and uniform density equal to
that of the bulk liquid that significantly simplifies calculation of
the effective potential field, allowing derivation of an analytical
expression for the effective potential. The parameters in the
interaction potential are fit to obtain the correct density of the
liquid and the proper surface tension for large spherical clusters,
ensuring that this theory reduces to CNT for large clusters. In
later developments, the density uniformity assumption is elimi-
nated by using density functional theory (DFT) methods. The
more realistic density profile allows for a more accurate calcula-
tion of the potential field created by the cluster, its rate of
evaporation, and the nucleation rate.100

The dynamical nucleation theory (DNT) of Kathmann and
co-workers74,75,101 applies a gas-phase perspective to vapor
nucleation, treating it as a multistep binary collision process
between nucleating molecules and clusters. Calculation of the
nucleation rate involves explicit consideration of interacting
molecules to obtain kinetic parameters followed by solving the
kinetic equations for cluster evolution. The interaction energies
may come from either analytic potentials or high-level ab initio
electronic structure calculations. In DNT, the dynamical bottle-
neck in phase space is explicitly evaluated for each stage of the
kinetic process. This bottleneck is characterized by a dividing
surface in the phase space that separates reactant states from
product states, allowing an unambiguous definition of a cluster,
which is consistent with the detailed balance and the decom-
position and association rate constants. Most approaches, in-
cluding CNT, approximate the association rate constant using a
gas�kinetic model and then obtain an estimate of the decom-
position rate from detailed balance. On the contrary, the
emphasis of DNT is evaluation of the decomposition rate
constant (eq 2.6). The association rate constant is then obtained
from the ratio of the decomposition and association rate con-
stants and differences in Helmholtz free energy between adja-
cent-sized clusters using a detailed balance (eq 2.5). Use of
CVTST for calculation of decomposition rate constants elim-
inates the ambiguity in determining the size of the relevant
regions of the configuration space by varying the dividing surface
to minimize the reactive flux and also provides a systematically
improvable framework for rate constant calculations, in which
corrections to approximations in the theory can be included.
The DNT shows a good agreement with the experiment for the
nucleation of pure water73,74 and has been extended to include
multicomponent systems.102

2.1.3. Molecular Dynamics and Monte Carlo Methods.
Molecular level approaches, such as molecular dynamics (MD)
and Monte Carlo (MC) simulations, apply first principles to
calculate the structure and free energy of cluster formation.103,104

The MC method is stochastic and simulates the evolution of an
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ensemble of molecules by sampling random molecular config-
urations, i.e., one molecule at a time, and accepting or rejecting
configurations according to certain criteria. On the contrary, the
classical MD method uses Newton’s laws to explicitly simulate
the trajectories of all molecules undergoing a phase transition.
The trajectories are determined by imposed initial positions and
momenta of molecules and by the intermolecular potential. The
presence of a cluster of the new phase is identified on the basis
of the molecular density, bond number per molecule, chemical
potential of molecules in the new phase, or other properties.105,106

Such information is used to calculate the association and de-
composition rate coefficients, which are utilized to determine
nucleation rates. Direct MD simulations involve the preparation
and evolution in time of a metastable system until nucleation
occurs.107,108 Since there is no analytical solution to the many
body problem, calculations by themolecular dynamics or even by
stochasticMonte Carlo are computationally expensive because of
the necessity of solving the interaction among numerous mol-
ecules. This limitation places a constraint on the number of mol-
ecules that can be treated, the size of the spatial domain, and
integration times. Since fluctuations leading to nucleation are
seldom events on the simulation time scale, direct simulation of
nucleation is highly impractical. A viable alternative to direct
simulation is provided by biased sampling methods, such as
umbrella sampling,109 first introduced into the field of nucleation
by Frenkel and co-workers110 and widely used afterward.111,112

The umbrella sampling methods force the metastable system
to cross the free-energy barrier reversibly along a reaction
coordinate in a tractable amount of time by means of a biasing
potential.
The classical MC and MD methods require knowledge of a

realistic intermolecular potential. The Lennard�Jones (LJ)
potential function represents the most widely used one and has
been successfully applied to simple atoms and their mixtures,
such as Ar and He.113 However, the LJ potential is inappropriate
for molecules of associative vapors, such as water, sulfuric acid,
and other plausible atmospheric nucleating species. Other more
advanced potentials, such as transferable intermolecular poten-
tials (TIP), have been developed and proven successful, yielding
reasonable agreement with measured liquid water properties
directly related to stochastic molecular-scale fluctuations asso-
ciated with the phase transition.114�116 Although use of these
potentials for the vapor�liquid transition yields the correct
temperature dependence of the nucleation rates, predictions of
the absolute nucleation rates still fail by several orders of
magnitude.117

In the first-principle MD, no model potential needs to be
specified because the electronic structure of themolecular system
is treated explicitly by density functional theory or quantum
chemistry, whereas the motion of atomic nuclei is treated
according to classical mechanics.118,119 This approach is capable
of explicit treatment of nuclear quantum effects, including proton
transfer and corresponding changes caused in the hydrogen-
bond network of the cluster. However, application of the hybrid
method is computationally expensive and currently limited to
investigation of dynamics that occurs on a tens to hundreds
picosecond time scale.
2.1.4. Density Functional Theory.The basic assumption of

density functional theory applied to the problem of nucleation is
that the nucleating vapor can be considered as an inhomoge-
neous fluid.120�123 The interface between the nucleus of the new
phase and the initial phase has a finite width and is characterized

by a density profile, but unlike in CNT the density at the center of
a cluster is not constrained to be equal to the bulk liquid density.
Also, the density profile at the interface is not required to match
that at a planar interface but only constrained to approach the
bulk vapor density at large distances from the cluster. In contrast
to the molecular dynamics approach, which explicitly evaluates
interactions between each molecule in the system, DFT con-
siders the interaction between a given individual molecule and
the mean potential field produced by the rest of the other
molecules. Thus, DFT is macroscopic, using an average density
distribution instead of atomic coordinates for nucleating mono-
mer entities, but considers effects that are characteristic of the
molecular-level scale. The fundamental variable in DFT is the
molecular density field as a function of spatial coordinates,
whereas all other variables, including the free energy, are func-
tions of the density. This theory derives the properties of the
critical nucleus from the free energy of the nonuniform system,
which is a unique functional of the average density and whose
minima determine the thermodynamically stable states at a given
temperature.124 At a given supersaturation, this functional has a
saddle point in the function space where it is defined. The
solution yields the density profile of the critical nucleus and the
free energy or work of formation from the unstable vapor. The
DFT approach is computationally efficient, allowing treatment of
more complex systems relevant to atmospheric nucleation. With
the use of a proper interaction potential, it can be successfully
applied to associative molecules,125 producing the proper tem-
perature dependence of the water nucleation rate.126 The gen-
eralization of DFT to multicomponent systems has been
developed127,128 and applied to binary nucleation.129 Whereas
most DFT work has centered on evaluation of the barrier to
nucleation using the classical pre-exponential J0 to estimate
nucleation rates, several efforts exist to develop a more complete
theory that calculates J0 as well.

130,131

2.1.5. Nucleation Theorem. The nucleation theorem in-
troduced by Kashchiev,132 unlike other nucleation theories,
makes no a priori prediction of the nucleation rate and is derived
directly from the first principle (i.e., eq 1.1). The nucleation
theorem provides the molecular information on the composition
of the critical nucleus when used in conjunction with experi-
mental measurements. By differentiating eq 2.7, one can show
that for a critical nucleus of size i* in a single-component system

dðG=kTÞ
d ln S

¼ � n� þ dð4πr2σÞ
d ln S

¼ � i� þ Δ ð2.13Þ

where Δ is the number of vapor molecules displaced by the
cluster. Since the concentration of the nucleating vapor is
typically very low, Δ is close to zero and can be neglected. It
can be shown from eq 2.11 that the slope of the logarithm of the
nucleation rate versus the logarithm of the saturation ratio of the
nucleating vapor Ai is related to the number of molecules in the
critical nucleus

∂ ln J
∂ ln SAi

" #
T, Aj

¼ i þ δ ð2.14Þ

where δ = 2 for unary vapor nucleation132 and δ = 0�1 for binary
vapor nucleation.133 Since experimental nucleation rates are
often measured at a constant temperature, the saturation vapor
pressure is constant, making it possible to replace SA in eq 2.14
with themonomer vapor pressure, pA, or concentration, [A]. The
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nucleation theorem is a thermodynamic result relating the
sensitivity of the nucleation barrier height to the change in the
logarithm of the nucleating vapor concentration. It has been
shown that the nucleation theorem exhibits a general relation
independent of the specific nucleation model assumptions and
applies to a critical nucleus of any size.133 Furthermore, the
validity of the nucleation theorem has been confirmed on the
basis of statistical mechanical134 and kinetic135 arguments, and it
has been extended to multicomponent systems.133,136�139

2.2. Nucleation Experiments
In experimental studies, a number of methods and analytical

instruments have been developed to measure a broad range of
nucleation rates, spanningmore than 20 orders of magnitude, i.e.,
from 10�4 to 1017 cm�3 s�1. The main differences between the
experimental methods are related to the way of achieving a
supersaturated state. In nucleation studies involving a single-
component system, the supersaturated state is typically obtained
by cooling the vapor phase using either adiabatic expansion or a
temperature gradient. In multicomponent systems, the preferred
approaches are turbulent mixing of vapors followed by fast
cooling or in-situ generation of one of the nucleating vapors
chemically or photochemically. Some experimental methods are
static (i.e., operate in cycles), while others operate continuously.
Early studies using diffusion and expansion cloud chambers focus
on measurements of the critical supersaturation needed to
observe the onset of nucleation, corresponding to a detectable
nucleation rate of unity (J = 1 cm�3 s�1).140 Implementation of
various particle detection techniques in later studies allows one to
count the number of nucleated particles and hence calculate their
formation rate.84

2.2.1. Adiabatic Expansion Approaches. Several experi-
mental approaches rely on vapor cooling by rapid adiabatic
expansion to produce supersaturation and initiate nucleation.
In a fast expansion cloud chamber (or a nucleation pulse
chamber), nucleation starts when a piston is moved to produce
an adiabatic expansion in a mixture of the nucleating vapor and a
carrier gas.141,142 The vapor originates from a liquid pool resting
at the bottom of the chamber. Following a short period of time,
on the order of milliseconds, nucleation is terminated by means
of a small recompression using the same or an additional piston
while the vapor phase remains supersaturated, allowing particles
to grow to a detectable size. Depending on the specific chamber
design, nucleation rates in the range from 102 to 1010 cm�3 s�1

can be determined from the number of particles in the resulting
droplet cloud. This method has been used to measure nucleation
rates in a large number of single-vapor systems,143 including
water,142,144 n-alcohols (methanol through hexanol),145,146

toluene,147 n-nonane,148,149 argon,150,151 and nitrogen,152 and also
in binary vapor systems, such as water�ethanol mixtures.153

Another expansion-based method of measurements of nuclea-
tion rates is the shock tube, consisting of two sections separated
by a diaphragm. The driver section is filled with a high-pressure
vapor�carrier gas mixture, whereas the driven section is main-
tained at low pressure.154�156 Rupturing of the diaphragm pro-
duces an adiabatic expansion from the driver to the driven section,
causing the vapor to become supersaturated and initiating nuclea-
tion. The nucleation pulse is terminated after about 0.1 ms by
recompression, which is caused by the reflected expansion shock
wave. The number of nucleated particles and their growth rates are
determined from the light scattering intensity. Using this approach,
nucleation rates up to 1017 cm�3 s�1 can be obtained.157

The supersonic nozzle method utilizes adiabatic expansion of a
flowing nucleating vapor�carrier gas mixture to achieve high
supersaturation.158 Nucleation and condensational growth of
clusters occur as the flow passes out of the throat region of the
nozzle. The latent heat of condensation raises the local pressure,
allowing detection of the location of the condensation onset.
Nucleation rates are determined by combining the results from
pressure trace measurements with those of the cluster size and
number density from small angle neutron scattering,159 small-
angle X-ray scattering,160 or tunable diode laser absorption
spectroscopy.161 In the supersonic nozzle, nucleation occurs
under highly supersaturated conditions with rates in excess of
1016 cm�3 s�1, which is several orders of magnitude faster than
the rates measured in other expansion devices. The maximum
nucleation rate obtained by this approach is 1018 cm�3 s�11,62

and both single and binary vapor systems can be studied.163

Cryogenic versions of the expansion chamber,152 shock
tube,164,165 and supersonic nozzle166,167 have been developed
to study nucleation of inert gases, argon and nitrogen. To reach
temperatures low enough to observe condensation, the expan-
sion starts near the boiling point of liquid nitrogen. Under these
cryogenic conditions, elimination of contamination and control-
ling of heat transfer are extremely challenging, resulting in
substantial scatter reported among the experimental data. Gen-
erally, the common limitation of all expansion methods is that
they are not applicable to systems with a long time lag, in which
nonsteady state nucleation takes place during most of the
duration of the nucleation pulse (as in sulfuric acid�water).
The expansion chamber provides the most accurate and repro-
ducible data, although uncertainties may increase when large
expansions are used or when the nucleating vapor is strongly
associating. The shock tube and supersonic nozzle measure-
ments are less accurate in comparison with other methods
because pressure pulses cannot always be accurately reproduced
but provide an option to measure high nucleation rates.
2.2.2. Diffusion Chamber. In contrast to expansion cham-

bers, which produce short nucleation pulses, diffusion chambers
operate continuously. In an upward diffusion chamber,140 the
supersaturation is achieved by establishing a temperature gradi-
ent between two parallel plates. The bottom plate is warm and
covered with liquid, whereas the top plate is cool. As the vapor
from the warm bottom plate diffuses toward the top cool plate, its
temperature and partial pressure decrease almost linearly with
the distance. Since the saturation vapor pressure varies exponen-
tially with temperature, a maximum saturation ratio occurs
between the two plates. The supersaturated vapor nucleates
liquid droplets that grow and settle down toward the bottom
plate to be detected and counted with a laser beam. The
temperatures of the top and bottom plates are adjusted to achieve
a desirable nucleation rate, typically in the range from 10�4 to
103 cm�3 s�1. Although the upward diffusion chamber has been
used to measure critical supersaturations and nucleation rates of
both individual and mixed vapors,143 this method yields the most
reliable results for single-component systems but provides rather
inaccurate nucleation data for multicomponent systems because
the maximum saturation ratios of different components generally
occur at different heights. Also, continuous evaporation and
condensation of vapors in a multicomponent system alter the
compositions of liquid at the bottom, enriching it with less
volatile components, which leads to further changes in the vapor
composition.
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2.2.3. Laminar Flow Chamber. Another approach that
utilizes the thermodynamic and transport properties of gas to
achieve supersaturated state is the laminar flow diffusion cham-
ber, also known as the laminar flow tube reactor.168�171 In the
flow chamber, the carrier gas is saturated with the nucleating
vapor in the hot saturator section and then abruptly cooled in the
condenser section, where the vapor becomes supersaturated and
nucleates to form the condensed phase. The nucleation zone is
confined to a relatively small volume. Freshly nucleated particles
rapidly leave the nucleation zone and continue to grow in
the supersaturated environment of the carrier gas until they are
large enough to be detected optically. Nucleation rates in the
range from 102 to 108 cm�3 s�1 can be measured in this way.
The laminar flow diffusion chamber is mostly suitable for vapors
of high molecular weights, such as dibutylphthalate.168,172,173 In
the case of low molecular weight vapors, such as water, closeness
of molecular and thermal diffusivities results in a lack of a sharply
defined nucleation zone and significant condensation losses of
vapor to the wall, complicating measurements of the nucleation
rate.174 Both static and laminar flow diffusion chambers require a
transport model to calculate the temperature and saturation ratio
profiles, which are then related to the measured nucleation
rates.140,175�177

2.2.4. Turbulent Mixing Chamber. In the investigation of
atmospherically important binary or ternary nucleation, various
flow chambers consisting of a turbulent mixing section followed
by a laminar nucleation section have been developed.57,58,178�182

In the flow chambers, two or more gas flows carrying the
nucleating vapors are rapidly mixed in the turbulent section that
is maintained at a similar or elevated temperature relative to the
laminar section. In the isothermal case, the system becomes
supersaturated and nucleation occurs immediately after
mixing.179 If the mixing section is heated, the supersaturated
state is achieved only when the gas mixture enters the colder
laminar section, where nucleation and growth of particles take
place.57,58,181 In some designs, a chilled carrier gas is admixed to
hot nucleating vapors at the entrance of the laminar section to
quickly reduce the gas temperature.178,180,182 The nucleating
vapors are delivered to the mixing chamber from saturators, such
as silica gel impregnated with the material of interest,178 or the
headspace above the liquid,57,58,179,181 or by nebulizing liquid
into the heated zone where it rapidly evaporates.180,182 Alter-
natively, the nucleating vapor can be chemically produced in the
mixing region from different precursors through a dark or
photoinitiated process, such as the reaction of gas-phase sulfur
trioxide with water vapor (eq 2.15)183 or oxidation of sulfur
dioxide by the hydroxyl radical in the presence of molecular
oxygen and water vapor184

SO3 þ H2O f H2SO ð2:15Þ

H2O þ hvð184nmÞ f Oð1DÞ þ OH ð2:16Þ

Oð1DÞ þ H2O f 2OH ð2:17Þ

SO2 þ OH þ M f HOSO2 þ M ð2:18Þ

HOSO2 þ O2 f SO3 þ HO2 ð2:19Þ
When the concentration of nucleated particles is not excessively
high, particle growth by condensation does not deplete the vapor
and the nucleation zone may extend from the mixing point to the

end of the laminar section, where nucleated particles are de-
tected. One of the major limitations of the flow chambers is that
the nucleating vapors can be efficiently removed by diffusion to
the chamber wall. For instance, at atmospherically relevant
relative humidities and temperatures, molecules of sulfuric acid
vapor are lost on almost every collision with the surface. In such a
case, the concentration profile of the nucleating vapor along the
chamber is typically constructed from a single-position measure-
ment either in the upstream57,58 or in the downstream181 of the
nucleation zone, assuming that the wall loss in a laminar flow is a
diffusion-limited, first-order process. As shown by eqs 2.10 and
2.11, the nucleation rate varies exponentially with the vapor
saturation ratio; hence, even a small decrease in the vapor
concentration effectively terminates the nucleation process. In
such a case, the length of the nucleation zone, required for
accurate calculation of nucleation rates, can be determined by
measuring the number concentration of nucleated particles along
the chamber.181,182

2.2.5. Continuous Generation of Nucleating Vapors
from Chemical Reaction sources. In the flow chambers
described above, nucleation in multicomponent vapors occurs
immediately after cooling and/or turbulent mixing, when the
laminar flow is not yet fully developed, resulting in wall losses of
both the vapor and the newly formed clusters that are difficult to
be accounted for. Recently, a laminar flow chamber with
continuous formation of the nucleating vapors has been intro-
duced for studying binary and ternary nucleation of atmospheri-
cally important sulfuric acid, which is subject to particularly
severe wall loss.185,186 In this approach, sulfuric acid is chemically
produced from SO2 along the whole length of the flow chamber
through ozonolysis of alkenes185 or photolysis of ozone.186 Both
processes form the hydroxyl radical, which converts sulfur
dioxide to sulfuric acid in the presence of molecular oxygen
and water vapor

O3 þ hvð254nmÞ f Oð1DÞ þ O2 ð2:20Þ

O3 þ alkene f OH þ otherproducts ð2:21Þ
Continuous generation of condensable molecules (e.g., H2SO4) in
the gas phase by chemical reactions leads to nucleation of new
clusters or condensation on existing clusters and particles, promot-
ing their growth to detectable sizes, thus increasing the accuracy of
nucleation rate measurements. Continuous in-situ photochemical
sources of nucleating vapors have also been used to study atmo-
spheric new particles formation in various smog chambers.187,188

2.2.6. Comparison between Experimental Results and
Nucleation Theories. Homogeneous nucleation has been
experimentally investigated for a large number of substances,
including inert gases, metal vapors, and vapors of various
inorganic and organic compounds.143 For all vapors, the nuclea-
tion rate J is a steep function of supersaturation S as illustrated in
Figure 3. Because of this strong dependence, large disparities are
often observed between theoretically predicted and experimen-
tally measured nucleation rates. In all nucleating systems, the
critical supersaturation decreases with increasing temperature
whereas J increases with temperature at a constant S. Application
of the nucleation theorem to experimental nucleation rates
obtained as a function of supersaturation at different tempera-
tures shows that the critical nucleus becomes smaller at higher
supersaturations and at lower temperatures. Whereas the experi-
mental nucleation rates often exhibit a dependence on
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supersaturation suggested by CNT, the temperature dependenc-
es of experimental and theoretical nucleation rates frequently
differ from each other. The theoretical nucleation rates are
typically underestimated at low temperatures but overestimated
at high temperatures, with the errors of several orders of
magnitude.
McGraw examined experimentally measured homogeneous

nucleation thresholds for a number of vapors by a correlation
approach employing dimensionless corresponding states, focus-
ing on the influence of the molecular structure and degree of
intermolecular association on nucleation.190 Several vapors, such
as argon and halogenated hydrocarbons, obey the corresponding
states correlation between measured critical supersaturation and
reduced temperature derived for simple molecules. Nonpolar
molecules (n-alkanes and aromatics) nucleate at higher critical
supersaturations than expected from the corresponding states
correlation. Increasing the chain length of the molecules within a
group and higher polarity (acetonitrile, benzonitrile, and
nitrobenzene) increases the stability of the supersaturated vapor.
However, some polar molecules (water and n-alcohols) nucleate
at lower critical supersaturations because of a tendency toward
association in the liquid phase through hydrogen bonding.
At present, theoretical models have yet to quantitatively

describe nucleation of all substances under a broad range of
temperature and saturation conditions. Theoretical assumptions
and experimental uncertainties both contribute to the large
discrepancies between theoretical and experimental results. In
this situation, inert gases, such as argon, play the role of a test
system for which experimental, theoretical, and simulation
studies are combined to obtain better insight into the nucleation
phenomenon and performance of different theories. Argon is a
simple fluid whose behavior at the molecular level is adequately
described by the Lennard�Jones (LJ) interaction potential, and
equilibrium properties have been extensively studied experimen-
tally and theoretically. However, experimental measurements of
Ar nucleation are extremely challenging because of the necessity
to use cryogenic temperatures, under which conditions leaks,
contamination, and heat transfer are difficult to control. Given
these challenges, it is not surprising that the results of early
measurements of argon nucleation are extremely scattered and

frequently inconsistent with each other.164,165,191 More recent
experiments150,151,166,167 indicate that CNT consistently under-
predicts the nucleation rates of argon by about 11�13 orders of
magnitude, because of overestimations in both the size and the
excess internal energy of the clusters. However, given the
experimental uncertainties, the temperature dependence of the
nucleation rate produced by CNTwell matches the experimental
data. Measurements of nucleation for the diatomic molecular
nitrogen152 show that CNT underpredicts the experimental
results by 9�19 orders of magnitude and with an unrealistically
stronger temperature dependence. The Reguera�Reiss
theory,192 on the basis of the combination of the “extended
modified liquid drop” model and dynamical nucleation theory,
predicts the correct temperature dependence at low tempera-
tures and yields a smaller absolute deviation of 7�13 orders of
magnitude. An empirical correction function to CNT, describing
the experimental results for nitrogen,152 is remarkably close to
the ones for argon151 and water.193

Often classical nucleation theory fails to agree with experi-
mental measurements even at a single temperature, such as in the
case of n-nonane, for which CNT-derived nucleation rates differ
by 4 orders ofmagnitude from the experimental results.84 A study
of another four n-alkanes confirms that large temperature-
dependent correction factors are needed for quantitative agree-
ment between measured and predicted nucleation rates.194

Similarly, the experimental results for dibutyl phthalate deviate
by up to 6 orders of magnitude from those predicted by the
model.172,173 For alcohols, the deviations of CNT predictions
from experimental values are over 5 orders of magnitude.146 To
assess the scatter produced by different methods, nucleation of n-
pentanol has been thoroughly studied by several research groups.
Although a good agreement with CNT is observed at 273 K,195

for a broader temperature range (260�290 K) the experimental
results are scattered 3 orders of magnitude above196 the CNT
predictions but other measurements are 3 orders of magnitude
below.197 Measurements of other hydrogen-bonded organic
materials, such as a glycols, also exhibit strong disagreement in
the temperature dependence of the nucleation rate from those
predicted by CNT.198

The most noticeable deviations from classical nucleation
theory have been observed for nucleation of metal vapors,
such as lithium,199 sodium,200 cesium,201 zinc,202 silver,202 and
mercury.203,204 For metals, even critical supersaturations, which
are typically reproduced rather well for other substances, appear
many orders of magnitude above (alkali metals) or below (zinc
and mercury) those predicted by CNT, resulting in significant
differences between measured and predicted nucleation rates.
The unique properties of metals, such as high electrical and
thermal conductivities and low vapor pressure, are attributed to
the presence of delocalized electrons, which dominate metal
cluster properties. Therefore, it is not obvious whether nuclea-
tion theories applicable to clusters composed of discrete mole-
cules can describe metal clusters. For instance, because of
efficient clustering, monomer metal atoms do not represent the
major fraction of the vapor phase, contradicting a common
assumption in classical nucleation theory.205 When metal vapors
form clusters, certain sizes are more tightly bound than others.206

As the stability of clusters varies nonuniformly with size, a proper
theoretical treatment of metal nucleation must explicitly account
for this effect. Furthermore, an important difference between
metals and molecular liquids is that in the former a size-
dependent metal�nonmetal transition takes place, which may

Figure 3. Experimental nucleation rates (symbols) for supersaturated
n-butanol vapor compared to predictions of the classical nucleation
theory (solid lines) in the 225�265 K temperature range. (Reprinted
with permission from ref 189. Copyright 1994 American Chemical
Society.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-002.png&w=240&h=168
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significantly change cluster physical properties, including density
and surface tension.207 A possible cause for the extremely large
deviations between experimental and CNT supersaturations in
the case of mercury may be explainable because small mercury
clusters are insulators, with much smaller effective surface
tensions than those measured for bulk mercury.203

Nucleation of water droplets corresponds perhaps to the most
studied single-component system. A large number of data has
been collected for homogeneous nucleation of water vapor, after
the first systematic studies of Allen and Kassner208 and Heist and
Reiss.209 The great interest toward water is explained by large-
scale application of steam turbines for power generation, where
formation of the liquid phase in low-pressure turbines has been
an important subject of theoretical and experimental studies.210

For water, CNT successfully predicts the experimental nuclea-
tion rates within 1 order of magnitude for the temperature range
of about 220�260 K and a relatively narrow range of
supersaturations.142,144,157,174 However, at a temperature of
220 K, classical theory underestimates the experimental results
by up to 2 orders of magnitude. For a broader range of
temperatures and supersaturations, the failure of CNT becomes
more evident. Perhaps this is not surprising since McGraw and
Laaksonen suggest that a theory based on the classical capillarity
approach does not allow prediction of the correct temperature
dependence.211 Also, it is questionable whether all experimental
measurements are actually made with pure water. As nucleation is
highly sensitive to even small concentrations of contaminants,174

early studies may suffer from an impurity deficiency, likely
representing results for binary or multicomponent nucleation.
In the presence of several components, calculation of the

cluster properties becomes more difficult because surface activ-
ities, nonideal mixing, and an inhomogeneous distribution of the
components within the cluster need to be considered. Binary
systems can be classified according to their nonideality as a
function of vapor composition. The lines of the constant
isothermal nucleation rate as a function of varying gas-phase
activities (supersaturations) of the two species are straight for
ideal solutions but bend in nonideal systems toward or away from
the origin as illustrated in Figure 4. An example of a nearly ideal
system is the mixtures of ethanol-n-hexanol136 and ethanol�
n-propanol vapors,158 for which the isothermal onset vapor pres-
sure of the mixture varies nearly linearly between the onset
pressures for the pure components. On the other hand, strong
deviations from binary CNT are observed for the water�
n-alcohol and n-nonane�n-alcohol mixtures. Water and n-alcohol
vapors show a mutual enhancement,137,153,158,163,212 which per-
sists even when the two chemical species exhibit a miscibility gap
for bulk mixtures. As a result, the lines of the constant nucleation
rate versus activity for thesemixtures bend toward the origin. The
observed trend is consistent with the surface enrichment of
nucleating clusters by alcohol molecules. Alcohols have lower
surface tension than water and greatly reduce the surface free
energy of the critical nucleus, thus lowering the barrier of
nucleation. This concept is supported by molecular dynamics
simulations of ethanol�water clusters.213 Another deviating
system, the mixture of n-nonane and n-alcohols, only reluctantly
conucleates,214 revealing an opposite mixing behavior to that
measured for the mutually enhancing water�alcohol systems.
The poor mutual affinity is observed in all alcohols investi-
gated,214 decreasing with the length of the alcohol organic chain
because small alcohols tend to demix with alkanes and exhibit a
macroscopic miscibility gap for the n-nonane-methanol mixture.

The activity plot of these mixtures becomes progressively more
angular with decreasing chain length of the alcohol. In the
extreme case of a water�n-nonane mixture, the plot is an almost
perfect right angle because water and n-nonane vapors nucleate
independently of each other.215

The enhanced tendency of nucleation may also result from the
large mixing enthalpies, as is the case in the water�acid mixtures.
Gaseous sulfuric acid and water are two well-recognized nuclea-
tion precursors in the atmosphere because of the very low vapor
pressure aboveH2SO4�H2Obinary solutions.9,10,29 Sulfuric acid
forms stable hydrates in the vapor phase216,217 due to the strongly
negative free energy of hydrate formation.8,218 Furthermore,
when clusters composed of sulfuric acid and water molecules
grow in size, formation of an ion pair upon proton transfer from
H2SO4 to H2O leads to additional cluster stabilization. Binary
and multicomponent nucleation involving sulfuric acid, water,
and other chemical species that serve as a major source of new
particles in the Earth atmosphere will be discussed in details in
section 3. Several previous review papers have presented in-
depth descriptions of other theoretical and experimental aspects
of general vapor nucleation.7,55,74,75,123,143,210,219,220

3. NUCLEATION OF NANOPARTICLES IN THE
ATMOSPHERE

3.1. Atmospheric Measurements
New particle formation represents a global phenomenon that

has been observed in a variety of environments ranging from
urban centers221,222 to remote areas, including forests,223,224

grasslands,225 coastal sites,226,227 and the atmospheres of the
sub-Arctic228 and Antarctica.229,230 Most frequently new parti-
cles form in regional events that extend hundreds of kilometers
over the continental boundary layer. Localized events of forma-
tion of high concentrations of nanoparticles, such as those in
urban and industrial plumes231,232 and in coastal marine
locations,227 have also been observed. Studies of atmospheric
aerosol formation typically involve measurements of the number
concentration and size distribution of nucleation mode particles.
Simultaneous measurements of nucleating precursor gases,
chemical analysis of nanoparticles, and, more recently, measure-
ments of atmospheric molecular clusters provide insights into
aerosol nucleation and growth processes. Numerous field studies
of aerosol nucleation and growth have been conducted since
the 1990s, when new instruments capable of measuring size
distributions of nanoparticles as small as ∼3 nm233�235 and

Figure 4. Onset activities corresponding to a constant reference
nucleation rate for different types of mixed vapor systems: (a) ideal
mixture, (b) mutual nucleation enhancement, (c) independent nuclea-
tion (no conucleation).

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-003.png&w=123&h=121
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detecting gas-phase precursors236 have been developed. A range
of measurement platforms, including ground sites, ships, and
aircraft, have been used in local and regional field campaigns to
study nucleation events at different altitudes, from the ground
(or sea) level to the free troposphere.50 Whereas most investiga-
tions are based on intensive short-term measurements, there
are a growing number of studies reporting results of continuous
long-term monitoring.223,227,237 Kulmala et al. presented an ex-
tensive review that summarizes the findings of more than 100
campaigns before 2004.50 Subsequent reviews by Curtius,53

Holmes,51 and Kulmala and Kerminen54 not only provided an
update on most recent field studies but also discussed the findings
of atmospheric measurements in relation to the current labora-
tory andmodeling work on atmospheric nucleation. Additionally,
other recent reviews focused on specific aspects of atmospheric
new particle formation, such as ion-mediated nucleation
(IMN),238�240 coastal new particle formation,52,241 and the
highlights of the major scientific findings of the European
Integrated project on Aerosol Cloud Climate and Air Quality
interactions (EUCAARI).242

3.1.1. Concentrations and Size Distributions of Atmo-
spheric Nanoparticles. The concentration of atmospheric
nanoparticles is typically measured by condensation particle coun-
ters (CPC), in which nanoparticles grow by condensation of super-
saturated alcohol or water vapors to micrometer-size droplets and
are then optically detected and counted.243 The detection
threshold of early CPCs is limited to particles larger than about
20 nm.244 In 1991, Stolzenburg and McMurry developed an
ultrafine condensation particle counter (UCPC) that detects
nanoparticles as small as 2.5 nm.233 Furthermore, the vapor
supersaturation in the UCPC can be optimized to produce size-
dependent particle growth, resulting in the dependence of the
scattered optical signal on the initial nanoparticle size.245 Particle
number size distributions in the 3�10 nm range can be inferred
from measured pulse height distributions using pulse height
analysis (PHA).246 Particle size distributions in a broader size
range are usually obtained with a differential mobility particle
sizer (DMPS)247 or a scanningmobility particle sizer (SMPS).248

Both instruments consist of a differential mobility analyzer
(DMA),249 which selects the size of charged particles on the
basis of the electrical mobility diameter and a CPC or an
electrometer to count mobility-classified particles. DMAs are
available in various designs, including two common models that
have been specifically developed for measurement of the size
distributions of nanoparticles in the range of 3�50 nm.234,235

Important design features of these DMAs include high particle
penetration and high sizing resolution.
Since the minimum detectable size in most field measure-

ments is typically 3 nm, new particle formation events are often
defined by an abrupt appearance and rapid growth of 3 nm
particles.50 A typical new particle formation event on a summer
day in Beijing is illustrated in Figure 5, showing the particle
number size distribution, the total concentration of 3�20 nm
particles, and the concentration of gas-phase sulfuric acid mea-
sured by chemical ionization mass spectrometry (CIMS) as a
function of time.250 New particle formation occurs following the
traffic rush hour in the morning, and particles continue to grow
throughout the course of the day, reaching the CCN size range
(50�100 nm). The concentration of nucleation mode particles
increases rapidly following a sharp rise in the concentration of
sulfuric acid.250,251 On the contrary, the concentration of nano-
particles emitted directly by traffic does not correlate with

gaseous sulfuric acid and their temporal profile is different from
the typical “banana” shape characteristic of new particle forma-
tion events.252 Because of the time required for clusters to grow
to a detectable size, there is a lag between the maxima in the
concentration profiles of sulfuric acid and nanoparticles. In clean
environments this lag can be considerable, reaching 1�2 h.253 A
linear correlation between the average sulfuric acid concentration
and the average new particle formation rate (R2 = 0.85) indicates
that sulfuric acid plays a dominant role in the nucleation
events.250 As demonstrated in a large number of investigations,50

atmospheric new particle formation requires the presence of gas-
phase sulfuric acid in concentrations in excess of 105

molecules cm�3, indicating its central role in atmospheric aerosol
nucleation. Gas-phase sulfuric acid in the atmosphere is produced
via oxidation of sulfur dioxide254,255 by the short-lived hydroxyl
radical from ozone photolysis (eqs 2.17�2.20) and is rapidly lost
to surfaces of pre-existing aerosols. Because of its short atmo-
spheric lifetime (less than 1 min), H2SO4 concentration closely
follows the diurnal solar cycle.251 Since the surfaces of atmospheric
aerosols correspond to themajor sink for gas-phase sulfuric acid, an
increase in atmospheric pollution does not always result in more
frequent nucleation events because of sulfuric acid loss to particles.
New particle formation is typically completely suppressed when
the aerosol surface area exceeds 100 μm2 cm�3.256

There are significant differences in new particle formation
among measurements conducted at various geographical loca-
tions, altitudes, and the overall degree and type of ambient pollution,
suggesting that more than one atmospheric mechanisms may be
responsible for aerosol nucleation. Typical formation rates of
3 nm particles measured in regional nucleation events in the
boundary layer are in the range of 0.01�10 cm�3 s�1, but much
higher rates are often measured in urban areas (100 cm�3 s�1),
coastal zones (104�105 cm�3 s�1), and SO2-laden industrial
plumes.50 Particle growth rates vary from 0.1 nm h�1 in clean
polar areas to 200 nm h�1 in coastal areas, with typical values
between 1 and 20 nm h�1 for most locations. For most
continental measurements, the data indicate two distinct types
of nucleation, in the free troposphere in cloud outflows and near
the ground level.11 Measurements of gaseous sulfuric acid
concentrations and new particle formation rates in the free
troposphere are consistent with binary sulfuric acid�water
nucleation. In the PBL, however, nucleation occurs at much
lower sulfuric acid concentrations than predicted by the binary
homogeneous nucleation theory because other gases, such as

Figure 5. Particle number size distributions, particle number concen-
trations (3�20 nm), and sulfuric acid concentrations observed on Aug
12, 2008 (Local Time) in Beijing during the CAREBeijing-2008
campaign. A new particle formation event occurred between about 8
a.m. and noon. (Reprinted from ref 250. Copyright 2010)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-004.jpg&w=240&h=114
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ammonia, amines, or organic vapors, may also be involved in
aerosol nucleation. In most locations, the measured growth
rates of nucleated particles cannot usually be explained by
condensation of sulfuric acid, water, and ammonia. Organic
compounds with very low saturation vapor pressures or that
are capable of reacting heterogeneously with nanoparticles to
form low-volatility products are likely candidates for growth of
nanoparticles,257�259 as described in section 4.
The lowest part of the atmosphere, the PBL, is turbulent, and

its composition is directly influenced by surface emission sources
of anthropogenic and biogenic nucleation precursors. Nucleation
events often start at the ground layer, i.e., near the source, and
then evolve with themixed layer.258,260 Urban PBL is a significant
source of sulfur dioxide, ammonia, and anthropogenic volatile
organic compounds.261,262 In remote areas, the canopy of
boreal258 and eucalyptus259 forests produces enormous amounts
of volatile organic compounds (e.g., monoterpenes),263 whose
photochemical oxidation products can contribute to both nu-
cleation and growth of nanoparticles.257,13,57,58,259,264 Although
concentrations of nucleation mode particles above open oceans
are generally low, massive bursts of new particles have been
observed in coastal areas, with peak concentrations exceeding 106

particle cm�3.226 Coastal nucleation events are observed almost
on a daily basis during the occurrence of low tide in the presence
of sunlight, when the shore biota produce increased biogenic
emissions due to dehydration and exposure to ultraviolet
radiation.265,266 Iodine oxides derived photochemically from
these emissions are thought to be mainly responsible for the
coastal nucleation.267�269

The free troposphere is much cleaner than PBL. Also, the free
troposphere is usually nonturbulent or only intermittently
turbulent, which further restricts mixing and transport of
pollutants.270 For this reason, observed new particle formation
events in the free troposphere, tropopause, and lower strato-
sphere are often dynamically induced.271,272 One of the dynami-
cal processes that can trigger aerosol formation in the upper
troposphere is the stratosphere�troposphere exchange.273�275

Also, new particle formation in the free troposphere can occur in
connection with convection and vertical motion,276�278 which
bring higher concentrations of water vapor and aerosol precur-
sors from lower to higher altitudes, where nucleation is favored
by low temperatures, enhanced photochemical production, and
less aerosol surfaces (∼10 μm2 cm�3).279 The concentration of
gas-phase sulfuric acid is moderately enhanced in cloud outflow
regions, with typical values of 107 molecules cm�3.280 It has been
suggested that deep convective systems may contribute to a
substantial portion of the background aerosol in the upper
troposphere at midlatitudes.277 Recent aircraft studies have
shown that despite low concentrations of nucleating vapors,
new particle formation is quite active in the free troposphere over
the continental United States even in the absence of folding
events or convection, with average ultrafine particle concentra-
tions exceeding 100 particle cm�3 in certain regions.275 On the
other hand, measurements over the Gulf of Bothnia in southern
Finland show no evidence of nucleation mode particles in the
free troposphere over the frozen sea.260

Most of the reported new particle formation events have been
observed during the daytime, suggesting that the nucleating
vapors have a photochemical origin. However, there is growing,
albeit scattered, evidence of nighttime new particle formation.
The first reported observations of nighttime nucleation events,
near and in orographic clouds, were made in Northern

England281 and later in Germany.282 These events are tentatively
explained by ternary nucleation of unidentified gaseous sub-
stances outgassing from the evaporating particles at high relative
humidity. Three-year measurements of aerosol size distributions
from commercial aircraft show the presence of ultrafine particles
at night in 20% of aerosol samples in the subtropical and
midlatitude tropopause regions.271 High concentrations of
4�9 nm ultrafine particles were measured in nighttime observa-
tions in the upper troposphere.283 Continuous measurements of
aerosol size distributions in Amazonia show the highest concen-
trations of nucleation mode aerosols during the nighttime.
Nighttime new particle formation represents 5 out of 24 ob-
served nucleation events at Appledore Island.284 Nocturnal
formation of clusters and nanoparticles is observed with a high
frequency (30%) in a native Australian Eucalypt forest.283,285 In
some of these cases, nucleation may be driven by nighttime
H2SO4

236,286 originated from nonphotochemically produced
OH, such as in the dark reaction of ozone with alkenes.66,287

However, other mechanisms for formation of nucleating pre-
cursors are possible. For instance, Mauldin et al.288 measured
significant nighttime concentrations of H2SO4, methanesulfonic
acid, and ultrafine particles in the boundary layer over the Pacific
in the absence of OH. Since nighttime nucleation contributes to
global aerosols and CCN, future studies are required to under-
stand the nighttime nucleation mechanisms and include them in
global models.
3.1.2. Chemical Composition of Atmospheric Nano-

particles. Identification of the gaseous precursors responsible
for nucleation and growth of atmospheric nanoparticles requires
detailed analysis of the particle chemical compositions. Com-
bined measurements of number concentrations, size distribu-
tions, and chemical compositions of nanoparticles represent a
key approach to better understanding of the underlying mechan-
isms of new particle formation in the atmosphere. Because of the
infinitesimally small mass of individual nanoparticles (∼10�19 g
for a 5 nm diameter particle), most of the early studies on aerosol
chemical compositions were performed off-line using nanopar-
ticles collected in cascade impactors or on filters to accumulate a
sufficient sample mass for detailed chemical analysis by standard
analytical techniques. Using the traditional methods, it has been
shown that organic compounds, such as the organic acids from
photochemical oxidation of terpenes289 and alkylamines,290 are
important components in the ultrafine particles produced during
nucleation events above forests. Also, since sulfuric acid is
recognized as a key species in formation of nanoparticles in the
atmosphere, measurements of sulfuric acid in the gas phase253

and in aerosol particles290 have been routinely carried out.
The off-line approaches have several drawbacks, including low

temporal resolution and detection artifacts. The low temporal
resolution of the off-line methods stems from the necessity to
obtain sufficient material for identification and quantification of
individual chemical components. Samples are collected for a
period of hours to weeks, precluding the capture of real-time
changes in the particle composition during nucleation events.
Also, because the mass of a particle scales with the cube of
its diameter, the retrieved compositions of the impactor and
filter samples are dominated by larger particles, making it
impossible to distinguish between the chemical species contri-
buting to particle nucleation and subsequent growth. For exam-
ple, using a cascade low-pressure impactor, Makela et al.290

suggested that dimethylaminium ions are clearly present in the
particle phase but cannot unravel at which stage the alkylamine is
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involved, i.e., during nucleation or subsequent growth. Another
deficiency of the off-line methods is sampling artifacts, including
the gain or loss of species and possible chemical reactions during
collection and analysis that can alter the sample composition. For
instance, large mass concentrations of aldehydes measured in
aerosol samples above boreal forest during nucleation events258

are inconsistent with relatively high saturation vapor pressures
of these compounds, which hinder their accumulation in
nanoparticles.
Over the past decade, a large number of online and semionline

approaches for chemical analysis of aerosols have been developed
on the basis of mass spectrometry. In single-particle methods,
aerosol is introduced into the high vacuum of the mass spectro-
meter through an aerodynamic lens inlet and particles are then
evaporated and ionized with a laser beam291�295 or by thermal
heating and electron impact.296 Because of the small mass of a
single-aerosol particle and short interaction time, evaporation
and ionization methods often result in significant molecular
fragmentation, often down to atomic ions. Semionline methods,
on the contrary, apply soft evaporation and ionization methods,
because sufficient particle mass can be accumulated over a
seconds-to-minutes-long sampling period. In these semionline
methods, aerosol particles are deposited by aerodynamic impac-
tion on ametal collector, which is then heated at a predetermined
rate to evaporate the particle components according to their
volatilities.297�301 A major limitation for both types of instru-
ments, however, is the use of the aerodynamic separation/
collection of particles that limits the smallest detectable size to
about 50 nm. Individual particles in this size range contain
hundreds of thousands molecules, whereas the critical nucleus
contains a few tens of molecules or less.
Recent advances in measurement technology have led to two

novel instruments, the thermal desorption chemical ionization
mass spectrometer (TDCIMS)13,58,302�304 and the nano aerosol
mass spectrometer (NAMS).305,306 Both methods are capable of
characterizing the chemical composition of nanoparticles as small as
4�7 nm in diameter. In the TDCIMS,13,58,302�304 aerosol is drawn
through a unipolar particle charger, size selected with a DMA, and
collected by electrostatic deposition on a metal wire. After a
sufficient particle mass is accumulated, the sample is evaporated
and analyzed by an atmospheric pressure CIMS.302�304 A slightly
different version of this method, the thermal desorption-ion drift-
chemical ionization mass spectrometer (TD-ID-CIMS), utilizes a
drift tube operating at a 1�10 Torr pressure for chemical
ionization.58,307 These semidirect approaches utilize soft chemical
ionization to obtain molecular composition of averaged nanoparti-
cles in a 4�20 nmmobility size range. Deployment of TDCIMS in
Atlanta during nucleation events provided the first direct in-situ
measurements of the chemical composition of size-classified
6�15 nm atmospheric nanoparticles consisting mainly of ammo-
nium sulfate.308Measurements in Tecamac,Mexico provided direct
evidence for an important role of organic species in growth of
nanoparticles.309 Very recently, using the combined TDCIMS and
ultrafine hygroscopicity TDMA techniques, it has been shown that
aminium�carboxylate salts contribute significantly to nanoparticle
mass.60 As illustrated in Figure 6, alkylaminium ions (positive,
Figure 6c) and carboxylate ions (negative, Figure 6d) are clearly
evident in the mass spectra obtained for nanopaticles collected
during new particle formation events in Hyyti€al€a, Finland (particle
size distribution measured by a SMPS, Figure 6a).
In the NAMS method,305,306 individual charged particles of a

7�30 nm mass normalized diameter are sampled through an

inlet consisting of an aerodynamic lens and a quadrupole ion
guide, captured, and focused into the center of a digital ion trap
and then ablated with a high-energy laser pulse to reach the
complete ionization limit. Positively charged atomic ions pro-
duced by laser ionization are analyzed by a time-of-flight mass
spectrometer. Atomic compositions obtained by the NAMS help
to constrain the molecular composition of nanoparticles. For
instance, measurements of 21 nm mass normalized (18 nm
mobility) diameter nanoparticles at a coastal site in Lewes, DE,
showed only a small change in the particle composition during
nucleation events compared with non-nucleation events. The N
mole fraction increases 15% on nucleation events, whereas the C
mole fraction decreases 25%, suggesting an enhanced inorganic
component to aerosols during nucleation. The relatively small
differences in the particle composition with and without the
occurrence of nucleaion suggest that changes in the particle
hygroscopicity and volatility observed in many studies during
new particle formation events may be linked to subtle changes in
the particle composition or characteristics of the organic
content.310The NAMS and TDCIMS methods are complemen-
tary analytical techniques, as NAMS permits single-particle
analysis and detects the elemental composition of both non-
volatile and semivolatile components, whereas TDCIMS yields
molecular information, but only for semivolatile components in
averaged nanoparticles samples.
The smallest nanoparticles that can be detected by current

state-of-art mass spectrometry techniques contain several hun-
dreds to several thousands molecules. On the contrary, commer-
cially available aerosol sizing and counting instruments can
detect 3 nm or even smaller particles, containing about 100
molecules. For this reason, particle size- and concentration-based
aerosol measurements are widely used to indirectly infer the
identities of particle chemical constituents and corroborate the
findings of mass spectrometry studies. These indirect measure-
ments include particle nucleation rates, growth rates, solubility,
hygroscopicity, and volatility. For instance, measurements of
nanoparticle growth rates indicate a clear annual cycle with the
highest value in summer and the lowest in winter, showing a
correlation between photochemistry and growth of nucleation
mode particles, i.e., the contribution of organic vapors from
biogenic sources.311 An estimate of the composition of the
critical nucleus can be performed according to the nucleation
theorem (eq 2.14) from the logarithm of the slope of the
measured nucleation rate versus the logarithm of the concentra-
tion of the nucleating vapor.132,133,139 Field measurements have
revealed a weak dependence of the nucleation rate on the
concentration of gas-phase sulfuric acid, implying that only
1�2 H2SO4 molecules are present in the critical nucleus.253,261

Using similar analysis, the involvement of organic vapors in
atmospheric nucleation has been suggested to explain the varia-
tion in the nucleation rate prefactor between measurements at
different sites,264 although the exact identities of the organic
species remain largely unidentified. On the basis of differing
solubility of organic and inorganic nanoparticle constituents in n-
butanol, which is the working fluid of the PHA CPC detector,245

O’Dowd et al.257 concluded that newly formed particles in
Hyyti€al€a, Finland act similarly as organics (e.g., pinic or cis-
pinonic acid) rather than electrolytes (e.g., sulfuric acid or
ammonium sulfate).
The hygroscopicity of nanoparticles as measured by the

tandem differential mobility analyzer (TDMA)312 is often in-
voked to provide insight into the particle composition. In the
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hygroscopicity�TDMA, ambient nanoparticles are dried, size
selected by a nano-DMA, and then exposed to a 70�90% relative
humidity. The change in the particle size caused by water uptake
is detected by a second nano-DMA coupled with a CPC.
Nanoparticles composed of sulfuric acid or ammonium sulfate
increase in size significantly upon humidification, but those
containing organic species grow only slightly or their size remains
unchanged since most organics are hydrophobic or slightly
hydrophilic. For instance, the hygroscopic growth factors of
10 nm nanoparticles measured during regional nucleation events
in urban Atlanta in July and August 2002 were about 1.4,
suggesting that particles are mostly composed of hygroscopic
ammonium sulfate.313 Another hygroscopicity-based technique
utilizes four CPCs (two butanol and two water CPCs with
different cutoff sizes) as a CPC battery.314 Recent measurements
of the water affinity of 2�9 nm nanoparticles with this CPC
battery indicate that freshly nucleated particles are less hygro-
scopic than pure sulfuric acid or ammonium sulfate, implying that
less hygroscopic compounds, presumably organics, are present
even at the very early stage of particle growth.315 Furthermore,
the latter study indicates that the water affinity of particles

decreases with increasing size, suggesting that the relative role
of less hygroscopic organics in atmospheric particle growth
becomes progressively more important for larger particles.315

Another field study in Antarctica reveals that freshly nucleated
particles have the smallest hygroscopic growth factors, which
increase with particle aging, and organics are a significant
component of newly formed particles.230

TDMA is often used with a thermal denuder in place of a
humidifier to infer the chemical composition from volatility
measurements of nanoparticles. For instance, 4�10 nm nanopar-
ticles during nucleation events in Atlanta in July and August 2002
remained nonvolatile when heated to 100 �C, suggesting that
sulfuric acid is transformed into less volatile ammonium sulfate and
ammonium bisulfate salts.313 By increasing the temperature of the
thermal denuder to above 150 �C to evaporate more volatile
components, such as sulfuric acid, ammonium bisulfate, and
ammonium sulfate, volatility�TDMA can be used to identify
the presence of nonvolatile organic components in nano-
particles.60,313 In a field study in Melpitz, Germany, nonvolatile
cores in 3�25 nm particles, presumably containing polymer-type
organics, after heating the samples to 300 �C were suggested to

Figure 6. New particle formation in Hyyti€al€a, Finland, on Apr 9, 2007. (a) Particle size distributions; the black line marks the particle size analyzed by
TDCIMS. (b) Hygroscopic growth factors obtained at 90% RH for 10 nm ambient particles. (c) Positive- and (d) negative-ion molecular compositions
for the diameter indicated in a. Ionmolar ratio is the average ion abundance divided by the total average ion abundance. (Reprinted with permission from
ref 60. Copyright 2010 National Academy of Sciences.)
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account for 20�40% of the measured nanoparticle growth.225

Another volatility measurement of 5�60 nm particles heated to
280 �C showed the presence of nonvolatile cores in all particles in
the rural atmosphere in Hyyti€al€a, Finland.316 The relative ratio
between the growth rate of ambient particles and their nonvolatile
cores indicates that the nonvolatile mass is formed gradually in
growing particles,316 consistent with the results from hygroscopi-
city measurements.315

A combined volatility�hygroscopicity�TDMA has been uti-
lized for simultaneous measurements of both volatility and
hygroscopicity of 17�22.5 nm freshly nucleated nanoparticles
in the east coast of Australia.317 For the majority of particles, the
composition is attributed to the internal mixture of sulfate and
organic components, which originate from condensation of gas-
phase sulfuric acid and low-volatility organics from marine/
coastal precursors. Simultaneous measurements of volatile and
hygroscopic properties of newly formed 20 nm particles in a
eucalypt forest in south Australia also show that the particles are
composed of sulfates and organics.259 The amount of sulfate
strongly depends on the availability of gas-phase sulfuric acid and
typically represents a small fraction (6% or less). Also, the sulfate
component is identified not as sulfuric acid but as a more
neutralized form, i.e., either ammonium sulfate or bisulfate.
The organic components have the same volatility and hygro-
scopicity as photo-oxidation products of monoterpenes, such as
α-pinene.
Whereas water-based hygroscopicity�TDMA allows one to

quantify water-soluble components, organic�TDMA utilizes
subsaturated ethanol vapor to detect the presence of organics
in nucleation mode particles.318 In Hyyti€al€a, Finland, orga-
nic�TDMA measurements were used to corroborate chemical
analysis of particle compositions by an Aerodyne aerosol mass
spectrometer (AMS), low-pressure impactors, and a high-vo-
lume sampler. The growth factors of newly produced 10 and
50 nm particles upon uptake of ethanol vapor in organic�TD-
MA correlate strongly with the gas-phase concentration of
monoterpene oxidation products, indicating that the organic
constituents in particles smaller than 50 nm in diameter are at
least partly similar to those in larger particles.258,319 It is
concluded that organic products from oxidation of biogenic
emissions play a key role in determining the spatial and temporal
features of the nucleation events.
3.1.3. Measurements of Charged and Neutral Atmo-

spheric Clusters. Resolving the initial stages of new particle
formation requires instruments capable of detecting atmospheric
clusters as small as 1�2 nm. Although measurements of particles
larger than about 3 nm have been conducted for about two
decades, detection of smaller particles has become possible only
recently. The largest obstacle to detection of small clusters by
CPCs is the necessity to use the highly supersaturated vapor of a
working fluid that results in the onset of homogeneous nuclea-
tion even in the absence of particles. A recent advance made by
Winkler et al.320,321 has overcome the barrier of homogeneous
nucleation using an expansion-type CPC. Under appropriate
conditions, the transition from heterogeneous to homogeneous
nucleation is identified so that particles with diameters as small as
1.4 nm can be activated before the onset of homogeneous
nucleation. A different approach is taken by Sipila et al.,322,323

who achieved sub-2 nm detection using a pulse height analysis
CPC to distinguish between particles formed by homogeneous
nucleation of n-butanol vapor and those formed by heteroge-
neous nucleation on clusters. Alternatively, to achieve a high

saturation ratio while avoiding homogeneous nucleation, work-
ing fluids that have a low vapor pressure and a high surface
tension at room temperature are used. For instance, Iida et al.324

utilize diethylene glycol (DEG) and oleic acid in the CPC to
suppress homogeneous nucleation while activating sub-2 nm
particles. Because the vapor pressures of DEG and oleic acid are
much lower that that of n-butanol, particles grow to smaller sizes
that are difficult to detect optically, and hence, a second
conventional CPC is used as a “booster” to grow particles to
an optically detectable size. Furthermore, the DEG CPC has
been implemented into a new scanning mobility particle spectro-
meter for measuring number size distributions down to ∼1 nm
mobility diameter,325 and the applicability of the new DEG
SMPS for atmospheric measurements has been demonstrated
during the Nucleation and Cloud Condensation Nuclei
(NCCN) field campaign in Atlanta, GA, during summer 2009.
Vanhanen et al.326 report the development, calibration, and
application of a continuous flow particle size magnifier (PSM)
for detection of atmospheric clusters as small as ∼1 nm. The
PSM is based on previous designs introduced by Okuyama
et al.327 and Sgro and Fern�andez de la Mora328 for laboratory
measurements of small clusters in the sub-3 nm size range. The
PSM operates using turbulent mixing of a cool air stream
containing clusters with a heated clean-filtered air stream satu-
rated with vapor of the working fluid to achieve a high saturation
ratio. Similarly to the DEG CPC, clusters activated and grown by
the PSM are too small to be detected directly. Thus, an external
CPC is used to count activated clusters after their growth to an
optically detectable size.
Atmospheric particles can also be produced through a nuclea-

tion process involving ions.329 Because of the presence of a
charge, molecular clusters that form around ions are more stable
compared to the corresponding neutral clusters and ions can
trigger nucleation under conditions when neutral nucleation
does not occur. The concentration of atmospheric ions is
controlled by the competition between production from galactic
cosmic rays and radioactive decay and loss by ion�ion recombi-
nation and collisions with existing particles. The higher ion
formation rates and the lower aerosol surface areas in the upper
atmosphere suggest a preferential importance of ion-induced
nucleation in the upper regions. A few instances of ion-induced
nucleation have been inferred from field measurements in the
upper atmosphere.330

Charged clusters can be detected by measuring the electrical
current that arises when clusters arrive and discharge at specially
designed electrodes. Using this approach, Tammet331 andMirme
et al.332 developed air ion mobility spectrometers to detect
ambient charged clusters and particles down to about 0.4 nm,
which is the size of molecular ions. In these instruments, ions are
classified according to electrical mobility and detected simulta-
neously with an array of electrometers with a sensitivity corre-
sponding to a minimum ion concentration of about 50 cm�3.
Two instruments of this type are currently available, the balanced
scanning mobility analyzer (BSMA)331 and the air ion spectro-
meter (AIS),332 allowing detection of ions with mobility dis-
tributions corresponding to the size ranges of 0.4�7.5 nm and
0.4�55 nm, respectively. Also, on the basis of the AIS technique,
a neutral cluster and air ion spectrometer (NAIS) has been
developed for measurements of neutral clusters, down to
1.2�1.5 nm size.333

One of the most significant findings revealed by these new
instruments is that charged and neutral sub-2 nm clusters appear
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to be always present in ambient air, both during days with aerosol
nucleation and also on days when new particle formation is not
observed.334 On the basis of simultaneous NAIS and AIS/BSMA
measurements, neutral clusters are found to be present in
substantially higher concentrations than ion clusters with a typical
concentration ratio in the range of 10�100 (Figure 7).333 Several
studies322,325,333,335 have demonstrated that atmospheric nuclea-
tion in the continental boundary layer is initiated at sizes of
1.5�2.0 nm and correlated strongly with the presence of small
neutral clusters, in agreement with the earlier suggestion of
Kulmala et al.336 that thermodynamically stable clusters act as a
source of new atmospheric particles. It is interesting to note that
during cluster measurements in Atlanta by the DEG CPC tuned
for efficient detection of sodium chloride particles but not of air
ions of the same mobility, particles as small as 1 nm were detected
only during nucleation events but not at other times.325 The
correlation between the concentration of gas-phase sulfuric acid
and the formation rate of both charged and neutral clusters in a
boreal forest indicates a short time delay on the order of 10 min
between the two parameters.12 Similarly to the previous studies,
atmospheric nucleation is found to start from sizes close to 2 nm
and the events are clearly associated with higher sulfuric acid
concentrations and a lower condensation sink (a smaller surface of
pre-existing aerosols) than on the nonevent days. Furthermore,
airborne measurements provide clear evidence for the existence of
neutral clusters not only in the boundary layer but also in the entire
atmospheric column up to the tropopause.337 Manninen et al.338

provide a detailed report of continuous measurements of atmo-
spheric clusters and nanoparticles in the size range∼1�42nm that
were conducted within the EUCAARI project in a wide variety
of environments, including coastal and continental locations as
well as different altitudes, from the boundary layer to the free
troposphere.
A number of studies of new particle formation in the lower

atmosphere,333,339,340 including measurements of the ion
mobility341 and overcharging ratios342 for freshly nucleated
particles, conclude that although ions are involved in most of
the identified particle formation events, the ion-mediated frac-
tion is small compared to the neutral pathways. For instance,

Manninen et al.,343 extending the analysis approach of Kulmala
et al.333 to a comprehensive set of ambient nucleation data in a
boreal forest, estimated that ion-mediated nucleation contributes
about 10% to new particle formation. In contrast, Yu and
Turco,61 applying a different analysis methodology to the same
data as Manninen et al.,343 suggested that most of the neutral
particles detected at sizes around 2 nm are initially formed on
smaller ionic cores, which are neutralized before the particles
have a chance to grow to the 2 nm size. Overall, the subject of
relative contributions of ion and neutral nucleation pathways
remains controversial,61,344�346 and a significant role of ion-
induced nucleation in the middle and upper atmosphere cannot
be ruled out presently.
Although the instruments described above can detect the

presence and measure the size of small clusters, their resolution
is insufficient to draw conclusions about the cluster chemical
composition. Junninen et al.347 recently developed an atmo-
spheric pressure interface-time-of-flight (APi-TOF) mass spec-
trometer to study the chemical makeup of naturally occurring
ambient ions in the mass-to-charge range up to 2000 Th. The
APi-TOF features sufficiently high accuracy, mass resolution, and
sensitivity for determination of compositions of small ions
present in total concentrations of 400�2000 cm�3. Atmospheric
ions are identified based on their exact masses, utilizing a
combination of Kendrick analysis and correlograms with addi-
tional information, such as proton affinities and isotopic patterns
of the potential candidates. The instrument has been successfully
evaluated in the laboratory using nebulized sulfuric acid�
ammonia clusters347 and deployed in measurements of charged
clusters present in ambient air.347�349 At an urban site in
Helsinki347 and a boreal forest site in Hyyti€al€a,348 negative ions
are dominated by strong organic and inorganic acids (e.g.,
malonic, nitric, and sulfuric acid), whereas positive ions consist
of strong bases (e.g., alkyl pyridines and quinolines). Bisulfate
and its clusters, including the H2SO4 3HSO4

� dimer and the
(H2SO4)2 3HSO4

� trimer, are the most abundant negative ions.
During the strongest nucleation events, the H2SO4 tetramer and
a tetramer cluster with ammonia are also detected. The perfor-
mance of APi-TOF has been compared against that of AIS and
BSMA mobility spectrometers and good agreement was ob-
served, especially for sizes above 200 Da.349 The mass and
mobility spectrometers complement each other, with the APi-
TOF providing chemical information limited to relatively small
ions (<2.5 nm diameter), whereas the mobility spectrometers are
better suited for quantitative number concentration measure-
ments up to 40 nm. Furthermore, the BSMA and AIS methods
are used to infer a transmission function for the APi-TOF,
making it possible to obtain quantitative estimates of the con-
centrations of chemically identified ions.349

Recently, Zhao et al.350 used a sensitive atmospheric pressure
CIMS with two alternative charged/neutral cluster separation
methods to measure low concentrations of neutral clusters
formed during nucleation events, extending the instrumentation
for measuring sulfuric acid in the atmosphere236 and sulfate
clusters in the laboratory351�353 (see section 3.2.7). The instru-
ment, Cluster�CIMS, has been calibrated using an electrospray
high-resolution DMA technique and deployed in the field. At
moderately polluted urban and relatively remote forested sites in
Colorado, neutral sulfuric acid clusters containing up to four
sulfuric acid molecules were detected with concentrations reach-
ing 104 cm�3 during relatively strong nucleation events.350 For a
given concentration of gas-phase sulfuric acid, the forested site

Figure 7. Evolution of particle number size distribution measured with
the NAIS on a particle formation event day (Apr 23, 2006) in Hyyti€al€a,
Finland. (Reprinted with permission from ref 333. Copyright 2007
American Association for the Advancement of Science.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-006.jpg&w=240&h=177
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shows significantly more efficient production of sulfate clusters
than the urban site. During subsequent measurements in Atlanta,
GA, the trend in concentrations of sulfate clusters detected by the
Cluster�CIMS was compared against measurements of clusters
by a DEG SMPS.354 Both cluster instruments agree with each
other and also with conventional aerosol mobility spectrometers
operating in the 3�10 nm size range. Since the total concentra-
tion of small clusters measured by the Cluster�CIMS during
nucleation events exceeds those of sulfuric acid trimers and
tetramers by an order of magnitude, it is not obvious why the
Cluster�CIMS data including only sulfate clusters agree so well
with the DEG SMPS measurements. It is suggested that only
clusters experiencing condensational growth in the atmosphere
undergo condensational growth in the DEG CPC, because the
activation efficiencies of clusters in the DEG CPC depend on
their composition.354 On the contrary, the electrometers used in
instruments such as the NAIS detect all clusters and molecular
ions, even those that do not result in new particle formation, and
hence may overestimate the concentration of nucleating clusters.

3.2. Laboratory Studies
3.2.1. Binary Nucleation of H2SO4�H2O. Sulfuric acid�

water vapor nucleation was first proposed in the theoretical study
of Doyle,216 who pointed out that the phase change in this system
may occur in the presence of about 1 part per trillion (ppt) level
H2SO4 even at low relative humidity (RH). Although later studies
showed a somewhat higher nucleation threshold, about 0.1�1 part
per billion (ppb),355�357 the notion that sulfuric acid represents
the most prominent atmospheric nucleation agent remains valid.
Early experiments of the binary sulfuric acid�water nucleation
were carried out using expansion chambers,358,359 a thermal
diffusion chamber,360 and turbulent mixing chambers.180,361 A
qualitative agreement of the experimental results from the diffusion
and adiabatic expansion chambers with those from mixing cham-
ber is notable because the former results were obtained in super-
saturated water vapor whereas the relative humidity in the latter
work was kept below 40%. A common feature of the early
experiments is that gaseous sulfuric acid is introduced from
evaporation of liquid solutions, and its concentration in the
nucleation zone is calculated using thermodynamic data and
various assumptions rather than that being measured experimen-
tally. Also, nucleated particles in the mixing chamber experiments
are required to grow by condensation of sulfuric acid to a size of
larger than 20�30 nm before they can be detected, possibly
leading to considerable underestimation of the nucleation rate
because of undercounting of smaller particles. However, the pro-
blem of undercounting is minimal for the expansion and diffusion
chamber experiments, since nucleated particles grow quickly to
detectable droplets by condensation of water in highly super-
saturated water vapor. The nucleation threshold (J≈ 1 cm�3 s�1)
obtained in experiments conducted in the 10�30 �C tempera-
ture range and using subsaturated water vapor corresponds to
1010�1011molecules cm�3 H2SO4, in agreement with predictions
by the binary homogeneous nucleation theory.180,357

The study of Ball et al.181 represents the first laboratory
investigation of binary nucleation with an experimentally deter-
mined concentration of gaseous sulfuric acid. Sulfuric acid vapor
was introduced into the nucleation flow chamber in a flow of
carrier gas that passed above a liquid H2SO4 sample. The
concentration of sulfuric acid vapor was measured by a CIMS
downstream the nucleation zone and corrected to account for
losses between the nucleation zone and the mass spectrometer.

An ultrafine particle condensation nucleus counter with a detec-
tion limit extended to about 3 nm was utilized to measure the
concentration of freshly nucleated particles. The measured
nucleation threshold at 295 K corresponds to 6 � 1010

molecules cm�3 H2SO4 in the nucleation zone at a 15% relative
humidity. The critical nucleus composition derived from the
slope of the nucleation rate dependencies corresponds to ∼8
molecules of H2SO4 and 5 molecules of H2O. Several later
laboratory studies, using sulfuric acid vapor from a liquid
reservoir, measured a comparable threshold H2SO4 concentra-
tion for binary nucleation, corresponding to 109�1010

molecules cm�3 to achieve an observable nucleation rate.57,58,182

As shown in Figure 8, the nucleation rate obtained in these
measurements exhibits a similar steep dependence on the gas-
eous sulfuric acid concentration, in agreement with predictions
by classical binary nucleation theory357,362 but in contrast with a
much weaker dependence measured for new particle formation
in the atmosphere.363,364

Considerably different and variable results are obtained in the
laboratory studies by Berndt et al.185,186,365 using gaseous sulfuric
acid generated in several ways, including evaporation of liquid
samples and reaction of SO2 with chemically and photochemi-
cally produced hydroxyl radical (see section 2.2.5). Substantial
differences exist between the results obtained with the sources of
H2SO4 from in-situ production in the chemical reactions and a
liquid reservoir.186 With H2SO4 from the liquid source, the
nucleation rates generally agree with those from previous experi-
mental studies. However, for H2SO4 produced chemically or
photochemically from oxidation of SO2, the nucleation threshold
occurs at concentrations as low as 107 molecules cm�3, closer to
the H2SO4 concentration typically measured in the atmosphere
during nucleation events. Similar measurements are reported in
the work of Benson et al.366 and Young et al.,184 but the threshold
H2SO4 vapor concentrations are at least 1 order of magnitude

Figure 8. Comparison of homogeneous nucleation rates as a function of
sulfuric acid concentration from different research groups against atmo-
spheric nucleation data obtained during the Quest 2 campaign in
Hyyti€al€a, Finland. References in the legend: this work,182 Viisanen
et al.,180 Wyslouzil et al.,361 Berndt et al.,365 Young et al.,184 Ball
et al.,181 and Sihto et al.364 (Reprinted with permission from ref 182.
Copyright 2010.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-007.jpg&w=181&h=210
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higher than those measured by Berndt et al.185,186,365 The
chemical compositions of the critical nucleus derived from
experiments with in-situ H2SO4 production are comparable
between the two groups (3�5186 and 3�8184 H2SO4 molecules)
and only slightly lower than those obtained in the previous
studies using sulfuric acid from liquid samples.
The differences among the various previous studies may be

attributable to the differences in the experimental details of the
measurements. In the experiments conducted by Berndt
et al.,185,186,365 the concentration of H2SO4 was not directly
measured but instead calculated from the concentrations of SO2

and OH in the nucleation reactor. The concentration of OH was
also estimated from the titration reactions in the presence of
several organic compounds or carbon monoxide. When using
such chemical reaction sources as ozonolysis of alkenes and
ozone photolysis, hydroxyl radical is produced throughout the
whole length of the nucleation chamber, providing continuous
generation of sulfuric acid for nucleation and growth. On the
contrary, the experiments by Benson et al.366 and Young et al.184

produced sulfuric acid photochemically in the mixing region only
and measured its concentration by CIMS. Sulfuric acid vapor
then passed to the nucleation/growth region of the flow cham-
ber, where its concentration quickly decreased because of
wall loss.
Even in the presence of continuous H2SO4 production, the

derived low steady-state concentrations of sulfuric acid in the
experiments of Berndt et al.365 cannot explain the measured
particle growth rates solely by H2SO4 condensation, indicating
possible contaminants or alternative growth mechanisms. Since
the contribution from organic oxidation products, e.g., carboxylic
acids,57 was ruled out by conducting experiments with carbon
monoxide as a tracer instead of organic compounds,365 unortho-
dox SO2 oxidation products were invoked to account for the fast
nucleation and growth rates.367,368 Alternatively, the presence of
an additional source of gaseous H2SO4 from photoexcitation of
SO2 by ultraviolet light

369 or an underestimated concentration

of H2SO4 in the nucleation zone370,371 has been proposed to
explain the discrepancies in the study by Berndt et al.
In recent laboratory studies by Kulmala and co-workers, rapid

binary nucleation was detected at atmospherically relevant con-
centrations of sulfuric acid and with a slope of the nucleation rate
ranging from 1 to 2, indicating a critical nucleus that consists of
one or two sulfuric acid molecules.59,372,373 This work also
revealed that the results from the binary nucleation experiments
are independent of the source of gaseous sulfuric acid. The
difference between these results and previous laboratory mea-
surements has been explained by the use of more sensitive
particle detectors, including a PSM and a PHA-UCPC, which
extend over the previous detection limit of 3 nm and allow
counting particles as small as 1.5 nm (Figure 9).59 An insufficient
growth and lower counting efficiency are suggested to cause most
of the discrepancies with the earlier laboratory studies. The
disagreement between experiments performed using H2SO4

produced chemically in situ and from a liquid sample is explained
from the different H2SO4 concentration profiles along the
nucleation chamber. In the experiments using in-situ H2SO4

production, particles have sufficient time to grow to detectable
sizes because of a nearly constant H2SO4 concentration. In
contrast, for the case of a liquid sample as a point source, the
H2SO4 concentration decreases rapidly with time and growth of
particles is limited. Hence, Sipila et al.59 provide an explanation
for the apparent disagreement in the nucleation rates measured
using the H2SO4 sources from in-situ production and a liquid
sample and conclude that sulfuric acid alone can explain atmo-
spheric nucleation rates in most locations without participation
of ammonia or organic substances.
It should be pointed out that in the previous studies using higher

concentrations of sulfuric acid the measured nucleation rate may
be insensitive to the cutoff size of the particle detector, since the
growth rates of freshly nucleated particles are significantly faster at
higher H2SO4 concentrations. Furthermore, under high H2SO4

concentrations, trace levels of base contaminants (e.g., ammonia

Figure 9. Comparison of TSI-3025A, PHA-UCPC, and PSMdata. In the case of PHA-UCPC, both raw data—in which the diameter dependency of the
counting efficiency is neglected—and the final, corrected data are shown. With a particle size approaching 3 nm, the different series merge. Slopes of the
fittings are given in the figure. The experiment was performed in the IfT-LFT with a 115 s residence time using in-situ-produced H2SO4. The match of
the PSM data and the corrected PHA-UCPC data suggests that PSM has a close-to-unity detection efficiency for the particle size range of 1.5�3 nm.
(Reprinted with permission from ref 59. Copyright 2010 American Association for the Advancement of Science.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-008.jpg&w=300&h=202
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and amines) may be efficiently removed by heterogeneous nuclea-
tion on the chamber surfaces and their concentrations in the
nucleation region can be negligible, which is in contrast to the case
for the experiments with continuous H2SO4 generation. In fact,
two mechanisms may be in effect in previous studies that utilize
H2SO4 from a liquid source. Nanoparticles produced at high initial
H2SO4 concentration during the nucleation pulse can be formed
through a binary mechanism, whereas sub-3 nm nanoparticles
produced at the end of the nucleation zone at much lower H2SO4

concentration may nucleate through a ternary mechanism invol-
ving trace contaminants. To address this question, further advance-
ment in analytical instrumentation for chemical analysis of
nanoparticles, neutral molecular clusters, and nucleating precur-
sors is required (see section 3.2.7).
The finding by Sipila et al.59 raises an important question on

whether one or two sulfuric acid molecules are sufficient to form
a critical nucleus at the temperatures and concentrations of
sulfuric acid corresponding to the lower troposphere from a
thermodynamics viewpoint.1 Laboratory experiments and anal-
ysis of field measurements374,375 suggest that this may be
plausible but only if other stabilizing species are involved in
nucleation and are present in the critical nucleus. For instance,
organic compounds from anthropogenic and biogenic sources
may assist the nucleation process either directly, e.g., by
amines,372,376 or following atmospheric photo-oxidation, such
as by organic acids from aromatics57 and monoterpenes.58 As to
be discussed in the following sections, the presence of 108�1010

molecules cm�3 levels of amines or organic acids considerably
enhances nucleation in the water�sulfuric acid system via
formation of strongly hydrogen-bonded clusters between the
organic molecules and sulfuric acid.58,377,378

3.2.2. Ternary Nucleation of H2SO4�H2O Involving
Ammonia and Amines. Ammonia is a ubiquitous atmospheric
gas with a typical mixing ratio between 0.1 and 10 ppb over the
continental lower atmosphere,82 and its interaction with sulfuric
acid significantly lowers the partial pressure of H2SO4 through
formation of ammonium sulfate and bisulfate salts.10 Theoretical
studies demonstrate that the presence of ammonia at ppt level
mixing ratios enhances the nucleation rate in the sulfuric acid�
water system by stabilizing the critical nucleus.379,380 One of
the first laboratory accounts of the role of ammonia in the
H2SO4�H2O nucleation was reported by Kim et al.381 in a
study of new particle formation in the NH3/SO2/H2O/air
mixtures exposed to α-irradiation. Although no direct measure-
ments of H2SO4 and NH3 concentrations were performed and
part per million (ppm)mixing ratios of the reactants were merely
estimated, this early study produced two important observations.
First, the measured particle number concentrations remain
constant when NH3 mixing ratios are varied between 0.7 and
4 ppm, in agreement with the ternary nucleation theory that for
a NH3 level higher than 100 pptv the enhancement effect
diminishes.382 Second, the enhancement in new particle forma-
tion upon addition of NH3 depends on the H2O concentration,
decreasing from 9 to 50 at a low H2O mixing ratio (50 ppm) to
from 2 to 4 at H2O mixing ratios exceeding 1000 ppm. This is in
noticeable disagreement with the theoretical calculations, which
predict that the nucleation rate in the ternary system is humidity
independent.383

Ball et al.181 confirmed the earlier findings in experiments
conducted under well-controlled conditions using significantly
lower, 80�170 parts per trillion, concentrations of ammonia.
Addition of NH3 increases the nucleation rate by a factor of

10�1000 with a larger value corresponding to a higher concen-
tration of ammonia and a lower relative humidity. Although the
concentration of ammonia was estimated indirectly from the
dilution ratios of NH3 added to the nucleation flow chamber, the
concentration of sulfuric acid (1010�1011 molecules cm�3) was
measured directly by CIMS, allowing application of the nuclea-
tion theorem to the concentration dependence of the nucleation
rate. The presence of NH3 decreases the number of H2SO4

molecules in the critical nucleus, from 8 to 5 and from 12 to 8 at
15% and 5% relative humidities, respectively. In a more recent
study, Benson et al.384 employed two CIMS to simultaneously
measure H2SO4 and NH3 with the initial concentrations in the
range of 108�109 molecules cm�3 and 10�50 ppb (∼2 �
1011�1� 1012 molecules cm�3), respectively. From the depen-
dence of the nucleation rate on the ammonia concentration, the
number of NH3 molecules in the critical nucleus is estimated to
be less than 2. In the relative humidity range of 4�42%, the
numbers of H2SO4 (9�10) and H2O molecules (6�15) in the
critical nucleus are reduced in the presence of NH3 to 6�8 and
4�10, respectively (Figure 10). The enhancement factor expo-
nentially increases with decreasing relative humidity and decreas-
ing concentration of sulfuric acid, reaching a maximum value of
1000. In a subsequent study using a redesigned nucleation
reactor, Benson et al.385 observed a comparable nucleation
threshold as in their previous study at significantly lower con-
centrations of sulfuric acid and ammonia, i.e., 106�107

molecules cm�3 and 0.08�20 ppb (∼2 � 109�5 � 1011

molecules cm�3), respectively, and the authors concluded fewer
molecules of H2SO4 (3�5), H2O (1�4), and NH3 (1) in the
critical nucleus.
Recently, Berndt et al.372 have shown that addition of from

1.2� 1011 to 1.2� 1012 molecules cm�3 of NH3, as measured by
a commercial gas analyzer with a detection limit of 2.5 � 109

molecules cm�3, promotes both the nucleation rate and the
particle growth rate. The faster growth may be explained by a
reduced evaporation of sulfuric acid from nanoparticles caused
by stabilizing ammonia, because neutralization of sulfuric acid
nanoparticles by ammonia alone does not lead to an observable
growth.58 Similarly as in the previous studies, the enhancement
by NH3 on the nucleation rate is more pronounced for dry
conditions, by 1�2 orders of magnitude at 13% relative humidity
but a factor of 2�5 at 47% relative humidity (1.2 � 1012

molecules cm�3 NH3). However, these measurements show
little change of the slope, i.e., Δ log(J)/Δ log([H2SO4]) in the
presence of NH3, in contrast to previous studies

181,384 indicating
a significant decrease in the slope. It is suggested372 that the
insufficient counting efficiency of the commercial counters may
affect the slopes derived in the studies by Ball et al.181 and Benson
et al.384

Although in the laboratory experiments nucleation in the
presence of ammonia is enhanced by orders ofmagnitude relative
to that in the binary system, the slope of the experimental
nucleation rate with respect to sulfuric acid remains significantly
higher than the value of 2 inferred from atmospheric
measurements.253,363 Furthermore, for comparable nucleation
rates measured in the atmosphere and in laboratory, the con-
centration of sulfuric acid used in most laboratory experiments is
higher than that in the atmosphere. Hence, either nucleation
rates at much lower atmospheric H2SO4 concentrations are
affected differently by the presence of ammonia or chemical
species other than ammonia may be involved in the atmospheric
nucleation process.



U dx.doi.org/10.1021/cr2001756 |Chem. Rev. XXXX, XXX, 000–000

Chemical Reviews REVIEW

Significant levels of dimethylamine measured in nanoparticles
during atmospheric nucleation events60,290,309 suggest that alkyl
amines may contribute to aerosol nucleation and growth. Amines,
organic derivatives of ammonia, are emitted by a range of natural
and anthropogenic sources.386 Typically present in the atmosphere
at a much lower level than ammonia, amines are stronger bases and
are expected to form more stable complexes and salts with sulfuric
acid and/or organic acids.378,387,388 Berndt et al.372 reported a
stronger enhancing effect on aerosol nucleation and growth in the
presence of tert-butylamine than in the presence of ammonia.
Their measurements at a 13% relative humidity with an estimated
addition of about 1010 molecules cm�3 tert-butylamine show an
enhancement in the particle concentration by about 2 orders of
magnitude whereas extrapolation of the NH3 data down to about
1010molecules cm�3 suggests only a small or negligible effect. The
enhancement of amine on the nucleation rate decreases with an
increasing amine concentration but levels off for higher amine
concentrations. This behavior is opposite to the observation
for ammonia in the same study, which exhibits a linear enhance-
ment with the ammonia concentration. Because of the strong
enhancing effect of amines, measurements without amine addition
can be influenced by a trace amine background below 109

molecules cm�3, which corresponds to the detection limit of the
gas-phase measurements in those experiments. Erupe et al.376

also detected a significant enhancement of the nucleation rate
in the presence of 180�1350 ppt (from 4.5 � 109 to 3.4 �
1010 molecules cm�3) trimethylamine, measured by the
CIMS. The number of H2SO4 molecules in the critical nucleus
is estimated to be 4�6 without the amine and 4�5 in the
presence of amine, depending on the relative humidity. Only
one molecule of amine appears to be present in the critical
nucleus, similarly to NH3 addition. Both studies372,376 con-
clude that amines are likely candidates in explaining the
discrepancies between binary nucleation theory, laboratory
studies, and atmospheric measurements. Considering the
atmospheric amine concentrations in the range of 108�109

molecules cm�3 and higher close to the local sources,386 it is

expected that amines may play an important role in atmo-
spheric nucleation of sulfuric acid and water vapors.
3.2.3. Nucleation of H2SO4�H2O Assisted by Organic

Acids. Atmospheric measurements reveal that aerosols often
contain a considerable amount of organic matter.389 A large
fraction of low-volatility organics in aerosols originates from
photo-oxidation of volatile organic compounds, emitted in
significant quantities into the atmosphere from anthropogenic
and biogenic sources. To assess the role of organic acids in new
particle formation, Zhang and coauthors investigated nucleation
of several aromatic acids57 and cis-pinonic acid58 with H2SO4 and
water vapors in a flow chamber. A marked increase in the particle
concentration occurs when benzoic, p-toluic, m-toluic, or cis-
pinonic acid vapor is added to the H2SO4�H2O binary system.
As shown in Figure 11a, with H2SO4 concentrations of about 3�
109 molecules cm�3 and at a relative humidity of 20%, the
presence of 4.9 � 109 to 7.2 � 109 molecules cm�3 cis-pinonic
acid (CPA) increases the particle concentration by a factor from
3 to 7, respectively. The measured peak diameter of the particle
distribution shifts slightly to a larger size with addition of organic
acids, likely implying that the presence of organic acids enhances
both nucleation and growth of newly nucleated particles. How-
ever, as discussed later in this section, diffferentiating the con-
tributions of organics to nucleation and growth from the changes
in size distributions in the absence of chemical analysis may be
misleading. Figure 11b shows that the nucleation rate determined
from measured particle concentrations and nucleation time in-
creases by about an order of magnitude relative to the binary
system. At lower relative humidities, addition of organic acids
consistently leads to a larger enhancement of the nucleation rate.
The nucleation rate also increases with increasing H2SO4 concen-
tration for a constant concentration of the organic acid (Figure 11c).
The partial pressures of organic acids in those experiments are

several orders of magnitude smaller than their corresponding
saturation vapor pressures, and hence, the saturation ratio, S, is
much smaller than unity. A high nucleation rate is also measured
in the absence of added water vapor, indicating that the organic

Figure 10. Measured nucleation rates for H2SO4�H2O�NH3 ternary homogeneous nucleation at 288 K as a function of the initial H2SO4

concentration. Initial [NH3] = 20 ppbv (4.6 � 1010 cm�3) for the experiments in the presence of ammonia; measured nucleation rates for the
H2SO4�H2O system are also included for comparison. Background [NH3] < 0.1 ppbv in the nucleation reactor. Solid lines are fits to the experimental
data. (Reprinted with permission from ref 384. Copyright 2009 American Geophysical Union.)
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acid�sulfuric acid interaction to form heteromolecular com-
plexes is responsible for the enhanced new particle formation by

reducing the nucleation barrier. In the absence of sulfuric acid, an
individual organic acid or a mixture of two different types of
organic acids do not lead to new particles, even at saturation
ratios as high as 20�30. For instance, the minimum S required to
produce detectable new particles is about 45 for benzoic acid and
even higher for other acids.57 The study by Zhang and coauthors
is in contrast to an earlier environmental chamber study,390

suggesting that organic aerosol nucleation occurs through for-
mation of stable heterodimers between different organic acids,
such as pinic and norpinic, which are the major products of α-
pinene ozonolysis. A strong intermolecular binding force be-
tween different organic acids is proposed to play a key role in
formation of the critical nucleus and its subsequent growth by
Hoffmann et al.390 However, unlike sulfuric acid�organic acid
complexes, organic acid dimers have no vacant hydrogen accep-
tor/donor groups to promote subsequent cluster growth and
cannot be stabilized by forming strongly bonded hydrates.377,391

Indeed, water has a negligible influence on organic particle
formation from organic acids because of their low water
solubility.57 Furthermore, the bonding energy of complexes
represents only one of the factors that determine the rate of
particle nucleation. Other physicochemical parameters, such as
the surface tension and equilibrium vapor pressures of the
multicomponent system, also influence new particle formation.
For example, experimental measurements indicate a negligible
effect of glutaric acid (pentandioic acid) on binary H2SO4�H2O
nucleation,57 although the bonding energy of this organic acid
with sulfuric acid is comparable to those of the aromatic
acid�sulfuric acid complexes.57,377,391

The concentration dependencies of experimental nucleation
rates obtained for the p-toluic acid�sulfuric acid�water vapor
system57 are examined using an approach based on the recent
development of nucleation theorems138 and multivariate statis-
tical methods to provide a direct estimate of the molecular
content of the critical nucleus.139 It is determined that the critical
ternary nucleus contains 1�2 molecules of p-toluic acid and
approximately 8 molecules of sulfuric acid. A similar analysis of
the experimental nucleation rates obtained for the cis-pinonic
acid�sulfuric acid�water system yields one cis-pinonic and 3�5
sulfuric acid molecules in the critical nucleus,58 where the
hydrophobic organic acid part enhances the stability of the
hydrophilic sulfuric acid counterpart (Figure 12). Direct analysis
of the chemical composition of nucleated nanoparticles using the
TD-ID-CIMS confirms the critical nucleus composition derived
on the basis of the nucleation theorem.58 As shown in Figure 13,
sulfuric acid (H2SO4 and H2SO4�H2SO4 dimer) is significantly
more abundant than CPA (CPA and CPA�H2SO4 hetero-
dimer) in collected nanoparticles (the size ranging from 3 to
13 nm and a peak diameter of about 7 nm, with a mass ratio of
about 1000 to 1 between H2SO4 and CPA). In general, con-
densation on nanoparticles is greatly suppressed because of
enormously elevated equilibrium vapor pressures from the
curvature (Kelvin) effect. Sulfuric acid condensation on newly
nucleated particles can be efficiently promoted by simultaneous
condensation of water molecules that prevents evaporation of
H2SO4 and leads to practically irreversible growth process. In
contrast, condensation of CPA on nanosized particles is limited
because of its low solubility and lack of stabilization by hydration.
Thus, the initial growth from the critical nucleus to the detectable
2�3 nm particles occurs exclusively by condensations of H2SO4

and H2O. While enhancing formation of the critical nucleus by
forming a stable complex with sulfuric acid, organic acids

Figure 11. New particle formation in the presence of cis-pinonic acid
(CPA), sulfuric acid, and water. (A) Size distribution of newly nucleated
particles. Concentration of H2SO4 is 3 � 109 molecules cm�3, and
relative humidity is 20%. Concentration of CPA is 7.2 � 109

molecules cm�3 for the top curve (short dashed line), 4.9 � 109

molecules cm�3 for the middle curve (long-dashed line), and zero for
the bottom curve (solid line). (B) Nucleation rate (J) as a function of
CPA concentrations at 13% relative humidity. For the lines from top to
bottom, the H2SO4 concentration varied from 5� 109 (open squares),
3.6� 109 (solid squares), 2.4� 109 (open triangles), 1.9� 109 (solid
triangles), and 1.3 � 109 (open circles) to 0.8 � 109 molecules cm�3

(solid circles). (C) Nucleation rate as a function of the H2SO4

concentration at 13% relative humidity. For the lines from top
to bottom, the CPA concentration varied from 6.1 � 109 (open
triangles), 4.0 � 109 (solid triangles), and 1.4 � 109 molecules cm�3

(open circles) to zero (solid circles). All experiments were performed
at 284 ( 2 K and a total pressure of 760 Torr. (Reprinted with
permission from ref 58. Copyright 2009 National Academy of
Sciences.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-010.png&w=206&h=442
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contribute negligibly to growth of newly nucleated nanoparticles.
The observed increase in the particle size in the presence of
organic acids57,58 is likely explained by the fact that faster
nucleation produces nanoparticles earlier in the chamber and
extends the growth time. Growth, however, occurs solely by
condensation of sulfuric acid, similarly as in the binary
nucleation case.
Since the magnitude of the enhancement from organic acids

on the binary nucleation is comparable to that reported in the
presence of ammonia,181,384 nucleation assisted by organic acids
likely explains high aerosol concentrations measured in polluted
environments392 because large concentrations of organic acids
are produced by emissions and photochemical oxidation of
anthropogenic and biogenic hydrocarbons. Aromatic acids,
such as benzoic, p-toluic, and m-toluic, are products from
photochemical degradation of aromatic hydrocarbons emitted
from automobiles in the urban atmosphere and have been
identified in the particle phase.393,394 Pinonic acid is formed
from reactions of α-pinene with ozone and the hydroxyl radical
and represents an important constituent of ultrafine particles
over forests.257,289

3.2.4. Nucleation of Iodine Oxides. Field studies reveal
that bursts of new particles at different coastal sites correlate with
sunlight, low-tide periods, and elevated concentrations of gas-
phase iodine species.226,265,269 Several laboratory studies, stimu-
lated by field measurements, investigated the chemistry relevant
to coastal new formation events, including near UV photolysis of
CH2I2,

267,395 and formation of iodine oxides from the reaction of
iodine atoms with O3.

396 Hoffmann et al.267 conducted a series of
experiments in a 100 L reaction chamber tomeasure the chemical
composition of aerosol particles formed after photodissociation
of CH2I2 in the presence ofO3 using online atmospheric pressure
CIMS (APCI/MS). On the basis of the mass spectrometric
results and the molecular properties of iodine oxides, self-
nucleation of iodine oxides was suggested as an efficient source
of natural condensable materials for new particle formation in

coastal environments

CH2I2 þ hνðnearUVÞ f I þ CH2I ð3:1Þ

I þ O3 f IO þ O2 ð3:2Þ

IO þ IO f OIO þ I ð3:3Þ

OIO þ OIO f I2O4ðorIOþIO3
�Þ ð3:4Þ

I2O4 þ nOIO f ½�I�O�IO2�O��ð1þn=2Þ ð3:5Þ
Jimenez et al.395 investigated new particle formation from the
same chemical system in a 28 m3 Caltech chamber. Rapid
homogeneous nucleation is observed in the CH2I2 mixing ratio
extending over 3 orders of magnitude, down to a level of 15 ppt,
which is comparable to measured total gas-phase iodine species
concentrations in coastal areas. Particles formed under dry
conditions are fractal agglomerates. At higher relative humidity
(65%) the nucleation and growth behavior remain similar as
under dry conditions but particles are more compact and dense.
Chemical analysis of larger particles in the chamber using an
Aerodyne Aerosol Mass Spectrometer reveals that they are
composed mainly of iodine oxides and water and/or iodine

Figure 13. TD-ID-CIMS composition analysis of nanosized particles
formed from ternary nucleation in the H2SO4�CPA�H2O system. Ion
signals for (a) HSO4

�, (b) HSO4
�
3H2SO4, (c) CPA 3O2

�, and (d)
HSO4

�
3CPA represent H2SO4, H2SO4 3H2SO4 dimer, CPA, and CPA 3

H2SO4 heterodimer, respectively. The ratio between CPA andH2SO4 is
about 1:1000 in the collected particle mass. (Reprinted with permission
from ref 58. Copyright 2009 National Academy of Sciences.)

Figure 12. Molecular dynamic simulation of a critical nucleus consist-
ing of 1 cis-pinonic acid, 4 sulfuric acids, and 10water molecules. Carbon,
sulfur, oxygen, and hydrogen atoms are represented by black, yellow,
red, and gray spheres, respectively. The organic acid portion (left) is
connected to the cluster via the carboxylic functional group. (Reprinted
with permission from ref 58. Copyright 2009 National Academy of
Sciences.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-011.png&w=231&h=314
http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-012.jpg&w=171&h=185
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oxyacids. Shrinking of particles upon humidification confirms
that they are aggregated rather than compact. From comparison
between the particle compositions, hygroscopic behavior, and
nucleation and growth rates in laboratory and field measure-
ments, photooxidation of CH2I2 and other organo�iodine
compounds has been suggested as the mechanism responsible
for coastal nucleation. Burkholder et al.397 measured new particle
formation fromUVphotolysis of CF3I andCH2I2 in the presence
of excess ozone in a 70 L Teflon reactor and analyzed the
experimental results using a coupled chemical�aerosol model,
assuming a single-component homogeneous nucleation of OIO.
Application of the parameters derived from this model in an
atmospheric box model suggests that the averaged IO and OIO
concentrations reported in the field measurements using long
path absorption398,399 are insufficient to account for significant
aerosol production in the coastal ocean marine boundary layer.
Burkholder et al.397 further proposed that inhomogeneous local
sources of iodine oxides, i.e., “hot” spots with elevated iodine
species emissions, may account for the observed aerosol produc-
tion bursts.
Identification of molecular iodine400 at higher levels than those

of diiodomethane and other organo�iodide species in the
marine boundary layer and a faster photolysis rate of I2 in the
atmosphere indicate that molecular iodine may be the dominant
source of iodine atoms, leading to new particle formation in
seaweed-rich coastal regions (eq 3.6)396,401,402

I2 þ hνðvisibleÞ f I þ I ð3:6Þ

The work by McFiggans et al.401 demonstrates that ultrafine
iodine-containing particles can be produced by intertidal macro-
algae exposed to ambient levels of ozone in 10 L reactors. The
composition and morphology of nanoparticles are similar to
those formed in the chamber by photo-oxidation of diiodo-
methane or in the oxidation of molecular iodine by ozone.
Atomic iodine involved in the observed particle bursts is more
likely (by a factor of 1000) to result from photolysis of molecular
iodine rather than diiodomethane. Another laboratory experi-
ment by Saunders and Plane396,402 shows that iodine oxide
nanoparticles are generated photochemically from I2 in the
presence of O3. The nanoparticles exhibit fractal morphologies
consistent with agglomerative coagulation and have an O/I ratio
of 2.45 ( 0.08, indicating that they are composed of I2O5.
According to quantum chemical calculations, gas-phase I2O5 is
thermodynamically feasible and involves a series of exothermic
oxidation reactions of the I2O2, I2O3, and I2O4 by O3.

396 Sellegri
et al.403 employed a simulation chamber during a BIOFLUX
(quantifying coastal BIOgenic aerosol and gas FLUX) campaign
to further elucidate the role of I2 in new particle formation from
seaweeds and to quantify the amount of I2 emitted and new
particles formed by a given seaweed loading. A 2 m3 chamber is
filled with selected species of seaweeds from the Mace Head area
and flushed with particle-free atmospheric air. Particle concen-
trations in the 3.0�3.4 nm size range produced in the chamber
are positively correlated with gaseous I2 concentrations emitted
by the seaweeds, and both I2 and particle concentrations are
directly positively correlated with the seaweed mass. The source
rates and growth rates determined from the chamber experi-
ments were used in conjunction with seaweed coverage in and
around this region to produce local emission inventories using a
mesoscale dispersion model.

3.2.5. Ion-Induced Nucleation. Two types of laboratory
experimental approaches are utilized to study ion-induced nu-
cleation. The first approach involves measurements of new
particle formation in the presence of ionizing radiation to
determine the macroscopic influence of ions on the nucleation
rate. In the second approach, molecular reactions between ions
and neutral molecules are investigated to understand the under-
lying mechanisms of nucleation and growth of charged clusters.
Vohra et al.404 investigated the possible role of radon and its

daughters in the conversion of gaseous sulfur dioxide into
particulate sulfate in the atmosphere using a reaction vessel with
several hundred ppb levels of SO2, O2, and C2H4 and showed
that the presence of atmospheric levels of radon enhances
particle generation in the vessel. Raes et al.405 compared the
capability of UV light, γ-radiation, and their combination to
produce particles in a mixture of SO2, NO2, and synthetic air. In
the presence of UV, γ-radiation enhances particle production
even at low dose rates. Since γ-radiation alone at low dose rates
does not transform SO2 into H2SO4, this observation of en-
hanced particle formation is interpreted as ion-induced nuclea-
tion. Kim et al.406 used alpha-ray radiolysis of SO2/H2O/N2 gas
mixtures to investigate the competition between ion-induced and
binary homogeneous nucleation processes. The measured ratios
of the charged to uncharged particle fractions are indicative of the
importance of ion-induced nucleation. On the basis of a compar-
ison between the measured electrical mobility distributions for
positively charged and negatively charged particles, ion-induced
nucleation was found to be activated more strongly by negative
ions than by positive ions. In a later study by the same group,
addition of NH3 enhances particle formation but decreases
the charged fraction.381 Svensmark et al.407 investigated aerosol
nucleation in a 7 m3 reaction chamber in air containing 25
ppb ozone and 230 ppb sulfur dioxide upon UV photolysis and
ionization (1000�6000 ions cm�3). Production of new aerosol
particles is linearly proportional to the concentration of negative
ions with nucleation rates of the order of 0.1�1 cm�3 s�1.
Duplissy et al.408 reported the results of a pilot experiment

performed at the CERN Proton Synchrotron in preparation for
the CLOUD (Cosmics Leaving OUtdoor Droplets) experiment
with the aim to study the possible influence of cosmic rays on
clouds. A total of 44 nucleation events were studied, with particle
nucleation rates of 0.1 and 100 cm�3 s�1 (for particles larger than
3 nm) and growth rates of 2�37 nm h�1 at H2SO4 concentra-
tions typically around 106 molecules cm�3 or less. From analysis
of the charged fraction, several of the aerosol nucleation events
appear to have a contribution from ion-induced nucleation and
ion�ion recombination to form neutral clusters, providing
evidence for ion-induced nucleation or ion�ion recombination
as sources of particles. It is also noted that although the
measurements support involvement of sulfuric acid in the
nucleation, its low level is insufficient to explain the observed
rapid growth rates, suggesting the presence of additional trace
vapors in the aerosol chamber, although their identity is largely
unknown. Recently, Enghoff et al.409 investigated sulfuric acid
nucleation in a 50 L stainless steel chamber at atmospheric
pressure under ionization from a 580 MeV electron beam and a
gamma source. A clear contribution from ion-induced nucleation
to new particle formation under atmospherically relevant sulfuric
acid and ion concentrations has been detected. Also, simalr
results from two different ionization sources indicate that the
nature of the ionizing radiation is unimportant, implying that
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inexpensive ionization sources can be used for investigations of
ion-induced nucleation instead of expensive accelerator beams.
In addition to observations of enhancement in new particle

formation in the presence of ions, a large number of experimental
studies have been conducted to investigate ion clustering in the
sulfuric acid�water system. The major goal of such studies is to
measure the thermochemical parameters of the stepwise cluster
formation reactions in order to develop kinetic models that
accurately predict nucleation rates. Although a large number of
reactions need to be evaluated to accurately describe the kinetics
of cluster growth, the obtained thermochemical parameters for
the initial few clustering steps allow estimation of the nucleation
rates. Unlike neutral molecular clusters,351 which require special
approaches such as transverse CIMS for analysis, charged clusters
are directly observable by mass spectrometry without an ioniza-
tion source. Furthermore, a high-efficiency atmospheric pressure
interface can be used to sample naturally occurring ambient ions
from atmospheric pressure into the high vacuum of the mass
spectrometer.347

Castleman and coauthors410 used a mass spectrometer to
investigate the thermodynamics of clustering of water, CO2, and
SO2 with a large number of different core ions. In a recent study
by this group, formic acid is shown to promote growth of
positively charged water clusters by forming multiple hydrogen
bonds.411 Lovejoy412 determined the rate coefficients and pro-
ducts for reactions of protonated sulfuric acid and water clusters
H+(H2SO4)m(H2O)n with water, ammonia, and a large number
of organic compounds. The cluster ions are generated in an
external ion source, and the reactions are studied in a quadrupole
ion trap. Later, Froyd and Lovejoy413,414 investigated the ther-
modynamics of small positively and negatively charged sulfuric
acid�water clusters. It is shown that although a stable population
of the H+(H2O)w cluster ions can be present in the atmosphere,
incorporation of the first H2SO4 molecule to form H+(H2SO4)-
(H2O)w is thermodynamically unfavorable at 270 K.413 As a
result, no significant growth or subsequent nucleation of the
H+(H2SO4)s(H2O)w system is anticipated in themiddle or lower
troposphere. Small negative cluster ions, on the contrary, have a
lower affinity for H2O but a higher affinity for H2SO4.

414

Effective solvation of the HSO4
� core ion by H2SO4 ligands

results in a stable HSO4
�(H2SO4)s backbone, and subsequent

incorporation of H2O molecules further stabilizes these clusters
and allows for stepwise growth by addition of more H2SO4. The
pressure and temperature dependences of thermal decomposi-
tion of HSO4

�(HNO3)y and HSO4
�(H2SO4)(HNO3) were

studied in an ion trap,415 and the results were used to verify a
master equation for thermal decomposition.416 The thermody-
namics for growth and evaporation of small cluster ions contain-
ing H2SO4 and H2O obtained in previous studies have been
incorporated into a kinetic aerosol model to investigate the
rate of ion-induced nucleation under different atmospheric
conditions.417 The model predicts that the binary negative-ion
H2SO4/H2O mechanism can be an efficient source of new
particles in the middle and upper troposphere but not in the
boundary layer. Similar experiments were conducted byWilhelm
et al.418 and Sorokin et al.,419 showing that sulfuric acid has a
stronger affinity for hydrated negative ions than positive ions, and
hence, positive-ion clusters are less likely to grow under typical
tropospheric conditions.
3.2.6. Chemical Composition, Reactivity, and Thermo-

dynamics of Nucleating Clusters. Formation of complexes
involving sulfuric acid, water, ammonia, and other species

represents an important first step toward larger clusters and
eventually nanoparticles. Understanding the mechanism of nu-
cleation requires the knowledge of both the concentrations and
the chemical composition of nucleating clusters. Although
clusters can be size classified based on their electrical
mobility,325,333 the size resolution in such measurements is
insufficient to provide information about the cluster molecular
composition. A high degree of mass resolution and molecular
specificity can only be achieved with the use of mass spectro-
metry (MS). Several different instrumental approaches based on
mass spectrometry have been developed and successfully em-
ployed over the past decade to study molecular composition,
thermodynamics, and reactivity of prenucleation clusters.
The first group of MS methods detects clusters that carry a

positive or negative charge, such as clusters formed via the ion-
induced nucleation mechanism. In a study of Goken and
Castleman,411 positively charged clusters containing 2�30 water
molecules were generated by discharge and exposed to formic
acid in a flow reactor at a 0.3 Torr total pressure to elucidate the
role of organic acids in cluster nucleation and growth. The
charged clusters were sampled from the flow reactor through a
nose cone and analyzed directly by a quadrupole mass spectro-
meter. In the presence of formic acid, the distribution of clusters
shifts to larger sizes, indicating that the acid promotes cluster
growth by forming multiple hydrogen bonds within the hydro-
gen-bonding network of the cluster structure.
Bzdek et al.420 investigated the kinetics and thermodynamics

of exchange of amines for ammonia in small (1�2 nm dia-
meter) ammonium bisulfate and ammonium nitrate clusters
using Fourier transform ion cyclotron resonance mass spectro-
metry (FT-ICR-MS). Positively charged ammonium salt clus-
ters produced by electrospray ionization are mass selected in a
quadrupole and then transferred to the ICR cell, where they
react with di- and trimethylamines. High mass resolution and
accuracy FT-ICR-MS measurements allow for identification of
the ion cluster composition before and after the reaction.
Uptake coefficients of amines are close to unity, and the Gibbs
free energy changes for substitution reactions are determined to
be exothermic, �7 kJ/mol or more negative. Fast exchange of
dimethylamine for ammonia is also observed in ammonium
methanesulfonate clusters.421 The reaction kinetics of ammo-
nium bisulfate clusters with dimethylamine has been investi-
gated as a function of the cluster size for clusters containing n =
1�10 bisulfate ions422

½ðNH4ÞnðHSO4Þn�1�þ þ ðCH3Þ2NH
f ½ðNH4Þn�1ðCH3Þ2NH2ðHSO4Þn�1�þ þ NH3 ð3:7Þ

Although the displacement of the first several ammonium ions
by dimethylamine occurs with near unit efficiency, the displace-
ment of the final ammonium ion is size dependent because in
larger clusters an ammonium ion can be trapped in an inacces-
sible core region, rendering difficult exchange. Dimethylamine
is also observed to add onto existing dimethylaminium bisulfate
clusters above a critical size, and didimethylaminium sulfate
formation is more favorable as the cluster size increases. The
results of the two studies suggest that complete exchange of
ammonia in small clusters by amine may occur within several
seconds to minutes even for the ambient amine concentration
in the low ppt level.420,422 Hence, being a stronger base than
ammonia, amines not only are more efficient in stabilizing
sulfuric acid�water clusters but can also rapidly replace ammonium
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in nascent pre- and postcritical clusters. Very recently, the reacti-
vity of dimethylamine and ammonia with negatively charged
[(HSO4)(H2SO4)x]

� and [(NH4)x(HSO4)x+1(H2SO4)3]
� sul-

furic acid�ammonia clusters was also investigated.423

Dimethylamine substitution for ammonia in [(NH4)x-
(HSO4)x+1(H2SO4)3]

� clusters is nearly collision limited. Sub-
sequent addition of dimethylamine to neutralize H2SO4 is within
1 order of magnitude of the substitution rate, but dimethylamine
addition to [(HSO4)(H2SO4)x]

� clusters is not observed.
Addition of ammonia to unneutralized clusters occurs at a 2�3
orders of magnitude slower rate than incorporation of dimethy-
lamine by either mechanism. It has been concluded that whereas
amine chemistry may occur even in small ambient positive ions,
for negative ions it will be important only when the ions grow to
larger sizes (>m/z 400).423

It should be noted that small clusters in these studies are
charged, and it is unclear whether the results are directly
applicable to neutral clusters, which are often considered to be
prevalent in the atmosphere.333 According to quantum chemical
calculations, bonding of nitrogen bases to sulfuric acid in clusters
can be significantly reduced in the presence of a negative
charge378,424,425 or enhanced in the presence of a positive
charge.426 Indeed, experimental measurements have confirmed
that the distributions of ionic species produced by electrospray of
an ammonium sulfate solution in both positive and negative
polarities differ significantly.423 In positively charged clusters all
sulfuric acid is present as bisulfate, whereas in negatively charged
clusters the degree of sulfuric acid neutralization depends on the
cluster size. In large clusters, with a decreasing role of charge,
both positively and negatively charged cluster compositions
converge toward ammonium bisulfate.
To understand the details of neutral cluster nucleation,

measurements of the chemical composition of neutral clusters
have been conducted using both indirect and direct approaches.
Hanson and Eisele217 determined the diffusion coefficient of
H2SO4 vapor in humidified nitrogen to indirectly quantify the
hydration state of gaseous sulfuric acid. Accounting for the
hydration of sulfuric acid molecules in the gas phase is important
for accurate calculation of binary nucleation rates because
hydrates stabilize the vapor, hindering nucleation. The measure-
ments indicate that about one-half of the H2SO4 molecules
become hydrated at 8% relative humidity and form a dihydrate
at higher relative humidity.217 The derived Gibbs free energies of
the sulfuric acid monohydrate (�3.6 kcal mol�1) and dihydrate
(�2.3 kcal mol�1) at 298 K are in reasonable agreement with the
hydration energies calculated by classical hydrate theory,427,428

which assumes that the thermodynamics of bulk solutions is
directly transferable to small clusters. The thermodynamics of
hydration derived from the measurements of individual molec-
ular clusters is crucial in reconciling the discrepancies between
the results obtained by quantum chemical calculations, which
predict less hydration, and the results of Monte Carlo simula-
tions, which predict more extensive hydration than the classical
hydrate theory.429

Hanson and Eisele351 also introduced a direct approach to
measure the concentration, composition, and thermody-
namics of neutral clusters using transverse CIMS mass
spectrometry. In this method, the clusters are ionized
through ion�molecule reaction with the nitrate ion, NO3

�.
Varying the ion�molecule reaction time in a transverse
ionization source maintained at atmospheric pressure allows
for separation of the contribution of interfering ion-neutral

clustering reactions (eq 3.8) from ionization of neutral
clusters (eq 3.9)

HSO4
� þ H2SO4 f HSO4

�ðH2SO4Þ ð3:8Þ

ðH2SO4Þ2 þ NO3
� f HSO4

�ðH2SO4Þ þ HNO3 ð3:9Þ
This approach has been employed in laboratory studies to
measure the composition of neutral molecular clusters of sulfuric
acid in the presence of water351,353 and ammonia.352 In experi-
ments conducted under temperatures and water concentrations
that are typical of the middle-to-upper troposphere and the high
latitudes, the steady-state ratios of neutral molecular clusters of
sulfuric acid containing from two to eight H2SO4molecules were
measured.351 The large clusters are comparable to the critical
nucleus size derived on the basis of nucleation theorem from
laboratory nucleation experiments.181 The positive correlation
between cluster growth and concentrations of water and sulfuric
acid along with the size of a critical nucleus corresponding to the
sulfuric acid tetramer (at 240 K) are in qualitative agreement with
bimolecular nucleation theories. In the presence of ammonia,
molecular clusters (H2SO4)n(NH3)m, where n = 2�6 and m = 0
to n � 1, can be detected at temperatures up to 285 K,352 much
warmer than those necessary to form detectable levels of clusters
in the H2SO4�H2O system without ammonia (240 K351). For
typical NH3 and H2SO4 concentrations of about 2 � 109

molecules cm�3, the cluster concentrations are estimated to be
on the order of 106 molecules cm�3. It is suggested that the
critical, particle-forming cluster likely contains two H2SO4 mol-
ecules at 275 K, corresponding to the species (H2SO4)2 3NH3.
Furthermore, the thermodynamic data for formation of sul-
furic acid dimers and trimers in the presence of water vapor,
derived in a study by Hanson and Lovejoy,353 indicate that the
dimer is the least stable (i.e., critical) cluster with respect to
evaporation of H2SO4 at 240 K, 20% relative humidity, and
[H2SO4] > 5� 108 molecules cm�3, whereas for the trimer and
larger clusters the growth rates are faster than the evaporation
rates. The Gibbs free energies of cluster formation at 242 K and
26% relative humidity, obtained from the measured cluster
distributions, are �8.7, �11.2, and less than �12 kcal mol�1

for dimers, trimers, and the larger clusters, respectively. The data
have been used to place limits on the atmospheric nucleation rate
for the neutral H2SO4/H2O mechanism. The neutral binary
nucleation is concluded to be slower than the ion-induced
nucleation for most conditions found in the middle and upper
troposphere and is three to four orders slower than the classical
theory predictions for all conditions.353 The large discrepancy
between the CNT and experimental data is likely due to the small
size of the critical nucleus at lower temperatures when the liquid
drop approximation is expected to be inaccurate. At room
temperature, the larger critical nucleus contains eight or more
H2SO4 molecules and the most recent classical theories95,357

agree within an order of magnitude with early laboratory
measurements of binary nucleation.57,180,181,361

Although all of the MS-based methods described above are
capable of detecting molecular clusters up to 1000 amu (1.2 nm
mobility diameter) either in the laboratory settings or ambient
air, the resulting mass spectra are complex and require considera-
tion of additional constraints, such as selective ionization, relative
ion stability, accurate mass measurement, or tandem MS to
provide an accurate molecular assignment. Detection sensitivity
is another factor that may limit identification and quantification
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of atmospheric molecular clusters. Although the total concentra-
tion of all clusters may be relatively high, the concentration of
individual clusters at any particular mass is often as low as only a
few percent of the total cluster concentration, in the range of
103�104 cm�3, which is close to the detection limit of current
mass spectrometric techniques.350 Many nucleating clusters may
be relatively weakly bound, further complicating efforts to
determine their chemical makeup because of partial or complete
evaporation of water, ammonia, and organic molecules from the
clusters upon sampling through a dry curtain flow into the high-
vacuum region of the mass spectrometer. The evaporation effect
prohibits direct measurements of the hydration state of clusters
and may cause an underestimation of the cluster nitrogen base
content. Furthermore, as discussed in section 3.1, it is plausible
that not all ions detected by these methods necessarily corre-
spond to nucleating clusters. Although the MS methods are still
in their infancy and often require additional simultaneous
measurements to gain conclusive information on the chemical
speciation, they show great potential as tools to follow the entire
nucleation process, from subcritical clusters to nanoparticles.
3.2.7. Other Species. The substantial differences between

binary nucleation rates measured in various experiments using in-
situ production and liquid sources of H2SO4

186 invoked a
number of theoretical studies aiming to account for the experi-
mental discrepancies. For instance, the lack of nucleation en-
hancement from sulfuric acid additionally introduced from the
liquid reservoir coupled to in-situ chemically generated H2SO4

and suppression of nucleation in the presence of NOx have led to
the suggestion that substances other than H2SO4 may trigger
new particle formation and growth in the HO + SO2 experi-
mental system and possibly in the atmosphere.367 Computa-
tional and modeling studies368,430,431 further corroborated the
hydrates of HSO5, H2SO5, and H2S2O8 from SO2 oxidation as
potential species responsible for nucleation. Alternatively, a stable
complex HO2�H2SO4

432 has been proposed to explain faster than
expected nanoparticle growth rates.365 However, formation of these
species in the SO2 +OH reaction has not been directly confirmed in
laboratory experiments or ambient measurements.
A key role of oxidation products of organic compounds has

been suggested in determining the spatial and temporal features
of the atmospheric nucleation events.258 A mechanism for the
reaction of sulfuric acid with stabilized Criegee intermediates
from ozonolysis of monoterpenes has been postulated on the
basis of quantum chemical calculations to account for new
particle formation events in the atmosphere assisted by
organics.433 Also, the variation in nucleation measurements
between a series of photooxidation experiments in the 27 m3

PSI (Paul Scherrer Institute) environmental chamber in the
presence of 1,3,5-trimethylbenzene (TMB), NOx, and SO2 is
significantly reduced if unidentified low-volatility organic com-
pounds are assumed to participate together with sulfuric acid in
the nucleation process.188

3.3. Theoretical and Computational Studies
Complexes and clusters bridge the gap between the molecular

and the macroscopic scales, i.e., between individual molecules of
nucleating vapors and aerosol particles. As discussed in the
previous section, the scarce data on the chemical composition
and thermochemical properties of atmospheric nucleating clus-
ters limits the knowledge of their dynamics, hindering efforts to
accurately predict atmospheric nucleation rates. Currently, atmo-
spheric new particle formation is still poorly understood at the

fundamental molecular level. Theoretical methodologies, includ-
ing quantum chemical, molecular dynamics, and Monte Carlo
methods, provide an opportunity for studying the properties of
atmospheric nucleating clusters which contain tens to hundreds
of molecules at the molecular level.

Molecular clusters are bonded together by noncovalent van
der Waals interactions of varying strength, including dispersive,
electrostatic, polarization, and hydrogen-bonding interactions.
Also, in larger clusters, a chemical reaction of proton transfer may
occur between interacting molecules, leading to additional
cluster stabilization. The advantage of quantum chemical meth-
ods is that the interaction in molecular clusters is explicitly
accounted for, including the effects of breaking and forming
chemical bonds on the hydrogen-bond network of the cluster.
The geometrical structures of a cluster as a whole and also of
individual molecules and ions within the cluster can be obtained
from theoretical calculations. The free energies of cluster forma-
tion can be computed from the electronic energies and the
thermal contributions to enthalpies and entropies, which are
typically evaluated using simple rigid rotor and harmonic oscil-
lator models. Furthermore, the data from quantum chemical
calculations are often used to construct interaction potentials for
MD and MC methods. One disadvantage of quantum chemical
methods is that the computational time required for energy and
gradient evaluation is significant, restricting the size of molecular
systems and the number of cluster configurations that can be
probed. On the contrary, MD andMCmethods utilizing classical
interaction potentials are significantly less computationally ex-
pensive, allowing treatment of clusters consisting of thousands of
molecules. Whereas MD simulations capture the dynamics of
cluster formation, MC is an effective tool for sampling the cluster
configuration space and obtaining average formation free en-
ergies and critical nucleus sizes. Also, explicit consideration of
both cluster dynamics and chemistry can be accomplished using
hybrid MD-quantum chemical methods, albeit at a significant
computational cost.
3.3.1. Quantum Chemical Calculations. Due to the large

affinity for water, gaseous sulfuric acid in the atmosphere exists in
various hydrated forms; hence, the stabilizing effect of hydration
needs to be taken into account when calculating the nucleation
rate. In the absence of reliable experimental data, a large number
of quantum chemical studies have been conducted to determine
the structures and stabilities of various sulfuric acid hydrates,
(H2SO4)m(H2O)n, where m = 1�3 and n = 0�9.434�443

Although all the studies conclude that deprotonation of sulfuric
acid and formation of ions occur only in larger hydrated clusters,
there is little agreement regarding the minimum number of water
molecules (3�8) required to stabilize the resulting ion pair. The
relative concentrations of free and hydrated sulfuric acid mol-
ecules calculated from the free energies of cluster formation
obtained in different studies also show a significant variability.444

It should be noted that even small variations in the estimated
interaction energies between molecules in nucleating clusters
have enormous consequences on the calculated overall nuclea-
tion rate. For example, a free energy change of �0.5 kcal mol�1

for addition of H2O monomer increases the nucleation rate of
water by 10 orders of magnitude.96 Although atmospheric
clusters contain a fewer number of monomer molecules (ten
or less) than pure water clusters (50 monomer molecules) and
the uncertainties in the stepwise free energy change may have
different signs and partially cancel out, this sensitivity of J onΔG
has dramatic consequences on the level of calculation accuracy
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required to predict the thermodynamics and kinetics of nuclea-
tion. Furthermore, the availability and reliability of experimental
data on sulfuric acid clusters are rather limited, and it is rather
difficult to determine the absolute accuracy of different theore-
tical methods. Although the thermodynamics of sulfuric acid
dimers and trimers has been experimentally quantified using the
transverse CIMS,352,353 the hydration state of these clusters is
unknown because water is prone to evaporation from the clusters
under vacuum conditions. Also, the free energies of formation of
sulfuric acid mono- and dihydrates have been only estimated
indirectly.217

The discrepancies between the results of various quantum
chemical studies arise from a number of factors, including use of
different levels of theory and electron correlation, basis set
completeness, treatment of the basis set superposition error,
and use of the harmonic oscillator approximation.72,444 Most of
the studies of sulfuric acid�water clusters are based on electronic
structure DFT methods. Although DFT is computationally
effective, its performance in describing weakly bound systems
is subject to debate; particularly, there is little agreement on
whether DFT is superior to simple correlated methods, such as
MP2, in describing hydrogen bonding. For some reference data
sets, parametrized density functionals445 often reproduce experi-
mental binding energies very well but their transferability to
different types of systems is questionable. Additionally, DFT
results cannot be systematically improved, whereas correlated ab
initio methods, despite producing larger errors when used with
small basis sets, generally are more reliable because the results
can be systematically improved using higher order correlation
and larger basis sets. A significant limitation of the correlated ab
initio methods is their prohibitively high computational costs. A
common approach to obtain accurate thermochemical data for
clusters is to use a two-step scheme, in which the geometry and
vibrational frequencies are calculated at a lower order correlation
level, such as MP2 with a moderate basis set or even at the DFT
level, and then a single-point energy for the frozen geometry is
calculated at a higher level, such as MP4 or CCSD(T).377,442 A
promising approach to reduce the computational costs of the
correlated methods is resorting to the resolution-of-identity (RI)
approximation to reduce the number of four-center, two-electron
integrals. Using RI-MP2 and RI-CC2 methods for clusters
composed of sulfuric acid, ammonia, and amines, Kurt�en et al.378

achieved an accuracy comparable to that of the full methods but
at a much lower computational cost. Another source of discre-
pancies, the presence of many local minima on the cluster
potential energy surface, can be partially overcome by obtaining
initial guess structures via conformational searches using
Car�Parrinello MD or semiempirical MC sampling.446

Since the binary homogeneous nucleation alone cannot ex-
plain the nucleation rates measured in the continental atmo-
sphere boundary layer, the involvement of ammonia,181,372,384

amines,372,376 and organic acids57,58 has been suggested on the
basis of laboratory studies, which demonstrate that the presence of
these species has a clear enhancement effect over the sulfuric
acid�water vapor system. In the absence of experimental data,
current knowledge of the structures and thermodynamics of
neutral clusters involving the various species is based solely on
theoretical calculations. The properties of H2SO4�H2O�NH3

clusters have been reported in a large number of publica-
tions.377,391,424,437,442,447�449 The binding energy between sulfuric
acid and ammonia is stronger (ΔG ≈ �7 kcal mol�1) than that
between sulfuric acid and water (ΔG ≈ �3 kcal mol�1). In the

absence of water, the H2SO4�NH3 system is hydrogen bonded,
with H2SO4 acting as the hydrogen-bond donor and NH3 as the
acceptor (Figure 14). In the presence of several water molecules,
proton transfer occurs from H2SO4 to NH3. The presence of
ammonia also strengthens the binding of sulfuric acid molecules to
the clusters, increasing the stability of clusters containing two or
more sulfuric acid molecules.448 The stabilizing effect of ammonia
is likely to increase for clusters of larger size. It is concluded449

that depending on the temperature, ammonia concentrations of
10 ppb to 10 ppm are required to obtain cluster compositions
corresponding to ammonium bisulfate; the ratios corresponding to
ammonium sulfate are unlikely in the first steps of atmospheric
nucleation. Overall, theoretical and experimental studies agree that
although ammonia enhances the rate of the sulfuric acid�water
nucleation, the effect is rather modest to explain the observed new
particle formation rates in the atmosphere.
Recently, in a search for other compounds that can stabilize

sulfuric acid by reducing its saturation vapor pressure, attention
has been directed to organic bases, amines. Like ammonia,
amines are able to form salts with strong inorganic acids under
atmospheric conditions. Also because of higher proton affinity of
amines,450 proton transfer can occur more easily for amine�acid
clusters than for ammonia�acid clusters, leading to stronger
binding. Moreover, on the basis of thermodynamic evaluations
amines may be able to form stable salts with organic acids.387

Kurt�en et al.,378 using high-level ab initio methods RI-MP2 and
RI-CC2, demonstrated that complexes of sulfuric acid with
amines are stronger bound (ΔG from �10 to �17 kcal mol�1)
than those of sulfuric acid with ammonia (ΔG≈�7 kcal mol�1)
as shown in Figure 15. However, most amine complexes with
negative bisulfate ion are only somewhat more strongly bound
than the corresponding NH3 3HSO4

�. In the case of larger
cluster structures containing two H2SO4 molecules or one
H2SO4 molecule and one HSO4

� ion, amines, unlike ammonia,
assist growth by stepwise attachment of H2SO4 molecules to
both neutral and ionic clusters. The difference in complexation
free energies for amine- and ammonia-containing clusters is
suggested to be large enough to overcome the mass-balance
effect caused by the 2�3 orders of magnitude lower concentra-
tion of amines than that of ammonia in the atmosphere.378 This
implies that amines are more important than ammonia in

Figure 14. Optimized geometries of the complexes of sulfuric acid,
organic acids, and ammonia obtained at the B3LYP/6-31G(d,p) level.
(Reprinted with permission from ref 377. Copyright 2009 American
Chemical Society.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-013.jpg&w=240&h=156
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enhancing neutral and especially ion-induced sulfuric acid�
water nucleation in the atmosphere. In a subsequent study,388

the thermodynamics of hydration for clusters composed of one
ammonia or one dimethylamine molecule together with 1�2
sulfuric acid and 0�5 water molecules has been studied.
Dimethylamine is found to enhance attachment of sulfuric

acid to the clusters much more efficiently than ammonia when
the number of water molecules in the cluster is either zero or
greater than two. Hydrate distributions obtained on the basis of
the calculated free energies show that the two-acid clusters
containing dimethylamine remain unhydrated in the tropo-
sphere, suggesting that dimethylamine assists atmospheric sul-
furic acid nucleation much more effectively than ammonia.
Nadykto et al.451 using DFT calculations confirmed that the
sulfuric acid�amine�water complexes are more thermodyna-
mically stable than the sulfuric acid�ammonia�water complexes
but suggested that addition of the second sulfuric acid to the
amine�sulfuric acid complex is not sufficiently exothermic to
account for the difference in typical atmospheric concentrations
of ammonia and amines. The later conclusion, however, was
debated by Kurt�en,452 prompting further research to address the
existing uncertainties in thermochemical data of clusters and
atmospheric concentrations of amines.
Following the experimental measurements of the enhance-

ment of aromatic organic acids on the binary nucleation of
sulfuric acid and water by Zhang et al.,57 heteromolecular and
homomolecular neutral and charged complexes of various or-
ganic acids have been the subject of several quantum chemical
investigations (Figure 16).377,391,453,454 A large number of or-
ganic acids, including formic, acetic, benzoic, cis-pinonic, maleic,
malic, pyruvic, phenylacetic, and tartaric acids, are found to
stabilize neutral H2SO4�H2O clusters similarly to or even
stronger than ammonia.377,391,454 On the contrary, oxalic acid
forms relatively weak neutral clusters with sulfuric acid, water,
and ammonia.453 However, the interaction of oxalic acid within
positively charged (C2H2O4)(H3O

+), (C2H2O4)(NH4
+), and

(C2H2O4)(H3O
+)(H2SO4) clusters is strong and further en-

hanced by hydration. The interaction of larger organic acids with
H3O

+ is also very strong, with the corresponding free energies far

exceeding those of the (H3O
+)(H2SO4) and (H3O

+)(H2SO4)2
formation.454 Thus, the abundant organic acids may possess a
substantial capability of stabilizing both neutral and positively
charged prenucleation clusters, enhancing atmospheric new
particle formation rates. Aerosol model simulations indicate that
formation of organic acid�sulfuric acid complexes, by reducing
the nucleation barrier, may be responsible for the observed
enhancement of the binary H2SO4�H2O nucleation in the
presence of subppb levels of organic acids.392

Hydrogen bonding represents the first step in cluster forma-
tion and affects the stability and growth rate of clusters through
the interaction with sulfuric acid and other trace species. In the
sulfuric acid�organic acid complexes (Figure 16), unlike in the
complexes of sulfuric acid with ammonia or amines (Figures 14
and 15), proton transfer is not energetically feasible. The driving
force for formation of the complexes between organic acids and
sulfuric acid is solely hydrogen-bonding interaction, and its
strength determines the thermodynamic stability of these com-
plexes. Zhao et al.377 explored the structures, energetics, and
topology of different hydrogen-bonded complexes composed of
sulfuric acid, organic acid, ammonia, and water using several ab
initio and DFT quantum chemical methods. Geometrical anal-
ysis shows that the organic acid�sulfuric acid complexes possess
a pair of hydrogen bonds, one strong and one of medium
strength, but for organic acid�ammonia complexes the corre-
sponding hydrogen bond pair is much weaker. The binding
energies of the organic acid�sulfuric acid complexes are several
kcal mol�1 higher than those for the organic acid�ammonia
complexes. Formation of strong hydrogen bonds in the organic
acid�sulfuric acid complexes can be explained by a well-estab-
lished resonance-assisted hydrogen-bonding theory. Further-
more, topological analysis employing quantum theory of atoms
in molecules (QTAIM) shows that the charge density and the
Laplacian at bond critical points (BCPs) of the hydrogen bonds
of the organic acid�sulfuric acid complexes are positive, falling in
the range or exceeding the range of one strong and one medium-
strength hydrogen-bond criteria.377 A notable topological feature
of the organic acid�sulfuric acid complexes is a nearly planar,
6- or 8-membered cyclic ring structure with a pair of hydrogen

Figure 15. Structures of dimer clusters containing sulfuric acid and ammonia or various amines: (a) H2SO4 3NH3, (b) H2SO4 3CH3NH2, (c)
H2SO4 3 (CH3)2NH, (d) H2SO4 3 (CH3)3N, (e) H2SO4 3CH3CH2NH2, (f) H2SO4 3 (CH3CH2)2NH, (g) H2SO4 3 (CH3CH2)3N, (h) H2SO4 3
(CH3CH2)NH(CH3). Hydrogen bonds are indicated by dashed lines. Color coding: yellow = sulfur, red = oxygen, blue = nitrogen, green = carbon,
and white = hydrogen. (Reprinted with permission from ref 378. Copyright 2008.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-014.jpg&w=330&h=186
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bonds, and the BCPs are close to the hydrogen nuclei, con-
sistent with the topological structures of H2SO4�H2O and
H2SO4�NH3 determined by Kurt�en et al.442 In addition, in
the cases of strong hydrogen-bonding interactions, the total
electronic energy density is found to be negative, showing a
partially covalent character, but for medium and weak hydrogen
bonds, only electrostatic interactions are present.377

Quantum chemistry calculations have also been used to
investigate the underlying mechanism relevant to ion-induced
nucleation for which sufficient experimental data exist on the
thermochemistry of HSO4

�-based414 and H2S2O7
�-based455

ion clusters. Nadykto et al.89,456 showed that the sign preference
in ion-induced nucleation, which manifests itself in water pre-
ferring to nucleate more efficiently on negatively charged ions,
arises from the molecular structure of small charged clusters and
can be explained and predicted by quantum chemical calcula-
tions. Furthermore, the stabilizing effect of ammonia on forma-
tion of negatively charged cluster hydrates is ruled out.425

Although the concentration of positively charged H2SO4 clusters
is small, most of them are expected to contain ammonia under
typical atmospheric conditions.426 Kurt�en et al.443 and Ortega
et al.424 also conclude that the role of ammonia in negative-ion-
induced sulfuric acid�water nucleation is likely to be signifi-
cantly smaller than in neutral sulfuric acid�water nucleation.
3.3.2. Molecular Dynamics and Monte Carlo Simula-

tions. Since classical MD and MC methods do not allow for
bond formation or breaking, their application in describing the
structure, dynamics, and energetics of atmospheric nucleating
clusters is far from straightforward. When clusters grow by
stepwise addition of sulfuric acid, water, or base (e.g., NH3 or
amine) molecules, at a certain stage H2SO4 dissociates and water
or the base becomes protonated. One approach is to represent
the dissociating system as a mixture of water, base, sulfate/
bisulfate ion, and proton entities. In this approach, a proton
can be described as a unit charge using an interaction potential
that reproduces O�H bond energies of hydronium ion and
sulfuric acid and the N�H bond energy of the base, which are all
on the order of 100 kcal mol�1. However, because of the strong

bonding, such a system is locked into a local minimum because
protons rarely change their positions during a simulation, in
contradiction with the experimental observation of a rapid
proton transfer in water, with an activation energy of only a
few kcal mol�1. Development of an accurate dissociative model
for the H2SO4/H2O/base system using this approach requires
construction of detailed interaction potentials, including explicit
polarizabilities and three-body potentials, to describe the change
in the entire electronic structure of the molecules, with breaking
of one of the O�H or N�H bonds and formation of another
upon proton transfer. An alternative and somewhat unconven-
tional model approach is proposed by Kathmann and Hale457 by
assigning a partial charge to a proton. In this study, effective
atom�atom potentials have been developed using ab initio data
obtained at a HF/DZV+P level and fitted to yield approximate
agreement with the experimental bulk solution surface tension
and partial vapor pressures at 298 K. The effective atom�atom
potentials are applied in a Bennett Metropolis Monte Carlo
calculation to determine free energy differences for small neigh-
boring sized sulfuric acid�water clusters of fixed composition.
Another approach is to treat the dissociated and undissociated

states as distinct entities and to evaluate the occurrence of
dissociation by comparing the energies of the systems composed
of dissociated and undissociated states. Since a proton exists
most of the time as a part of sulfuric acid, hydronium ion, or
protonated base rather than as a free ion and the second
dissociation of sulfuric acid is negligible compared to the first,
one can introduce water, hydronium ion, sulfuric acid, bisulfate
ion, and protonated base as the constituent species. Each species
is modeled as a set of interaction sites rigidly or flexibly held
together at a representative geometry. Although nonadditive
interactions, arising from molecular polarizabilities and three-
body interactions, play an important role in both the energetics
and the structures of clusters, a pairwise additive potential is
universally employed in most studies because of significantly low
computational effort involved in calculations. For instance,
Kusaka et al.112 developed a classical mechanical model repre-
sentation of the H2SO4/H2O binary system in a Monte Carlo

Figure 16. Optimized geometries of the complexes of sulfuric acid, cis-pinonic acid, and water obtained at the B3LYP/6-31G(d,p) level. (Reprinted with
permission from ref 377. Copyright 2009 American Chemical Society.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-015.jpg&w=330&h=212
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mixed ensemble simulation to sample different configurations of
clusters and evaluate the cluster free energies. The model
potential is constructed on the basis of previously reported ab
initio calculations of Kurdi and Kochanski434 in combination
with experimental data. The clusters obtained in the simulations
are highly nonspherical and for a given number of acid molecules
show several structurally different but energetically similar con-
formations. The dissociation behavior of H2SO4 in a cluster
differs markedly from that in bulk solution, depending strongly
on the assumed value of the free energy of the proton transfer
from H2SO4 to water. No dissociation occurs in small clusters.
The probability of having a (HSO4

�)(H3O
+) ion pair increases

in larger clusters, but the ion pairs remain in contact and about
240 water molecules are required to observe the behavior which
resembles that in bulk solution.
Similarly, Ding et al.458 used the available ab initio data for

sulfuric acid hydrates438 to construct a reliable potential model of
sulfuric acid�water interactions in small clusters suitable for
both molecular dynamics and Monte Carlo simulations. Inter-
action potentials for sulfuric acid (H2SO4), bisulfate ion
(HSO4

�), hydronium ion (H3O
+), and water (H2O) are in-

cluded. The model reproduces well previous ab initio data and
agrees with the hydration data obtained experimentally by
Hanson and Eisele.217 However, large differences in the energies
of the clusters exist in comparison with those obtained using
Monte Carlo models by Kusaka et al.112 and Kathmann and
Hale.457 Also, it is found that bisulfate and hydronium ions are
well separated rather than present as contact pairs as in a previous
study.112 Simulations of larger clusters indicate that the hydro-
nium ion is always present at the surface of the cluster while the
bisulfate ion exists inside the cluster, resulting in a large dipole
moment.458 A cluster with a large dipole moment is expected to
nucleate and grow at a faster rate by attracting polar molecules
from the gas phase. Also, a larger total binding energy of the ion-
containing clusters reduces cluster evaporation. From the differ-
ence in the stabilities of the clusters composed of molecular and
dissociated sulfuric acid it is concluded that the presence of three
water molecules is sufficient to deprotonate H2SO4 in the
clusters containing one sulfuric acid. Furthermore, addition of
a second sulfuric acid does not inhibit deprotonation.
Matsubara et al.459 utilized a rigid version of the potential

model by Ding et al.458 and calculated only intermolecular forces
with the intramolecular geometries frozen to reduce the compu-
tational cost. This modified model is applied in molecular
dynamics simulations to investigate the binary nucleation in
the water�sulfuric acid vapor mixture to explore the structure of
the hydrated clusters. The system consists of 10 000 vapor
molecules and 10 000 carrier gas molecules (argon) in a cube
with a 586 nm side. A periodic boundary condition is applied in
three dimensions. When the sulfuric acid concentration or water
saturation is low, nucleation does not occur within the simulation
time (20 ns), although small hydrates are formed. In other cases,
nucleation is clearly observed and coagulation of hydrated
sulfuric acid (or bisulfate ion) clusters represents the major
growth mechanism. The rate of coagulation is larger for clusters
enriched with sulfuric acid molecules and lower for highly
hydrated clusters. This behavior is explained by the molecular-
scale structure of the hydrates, which consists of the sulfuric acid
cores surrounded by the diffuse water shells. As extensive
hydration stabilizes the sulfuric acid clusters, their rapid growth
by coagulation is only possible before the sulfuric acid cores are
completely enclosed in a water shell.

Toivola et al.460 used molecular dynamics to compare the
interaction between sulfuric acid and water molecules in stable
clusters and at a planar liquid�vapor interface. The system
includes 100�2000 molecules, and the molar fraction of
H2SO4 was varied from 0.01 to 0.6. Following Ding et al.,458

two different potential models are considered, including undis-
sociated sulfuric acid and H2SO4 dissociated in the presence of
water to form bisulfate (HSO4

�) and hydronium (H3O
+) ions.

For H2SO4 mole fractions smaller than 0.1, in the unprotonated
case sulfuric acid in the clusters is located preferentially at the
surface whereas at a planar interface no enhanced surface activity
is observed. In the protonated case, the bisulfate ions are present
at the center of the cluster and the hydronium ions are present on
the surface when the sulfuric acid concentration is small. The
presence of ions destabilizes the clusters at higher compositions
and the planar interfaces at all compositions. It is suggested that
the observed destabilization may be associated with the defi-
ciency of the potential model and that new interaction potentials
based on larger clusters and higher acid concentrations may be
required. As shown by Choe et al.,461 using the first-principle
molecular dynamics simulations based on density functional
theory in conjunction with norm-conserving pseudopotentials,
the structural features of aqueous sulfuric acid solutions have a
strong dependency on the H2SO4 concentration in the
0.84�10.2 M range. Particularly, the Gr€otthuss-type proton
transfer mechanism (proton hopping) becomes ineffective at
higher concentrations because the ions from the dissociation of
sulfuric acid disrupt the hydrogen-bond network of water.
In the most advanced approaches, first-principle molecular

dynamics, atomic nuclei are treated according to classical mech-
anics while the electronic degrees of freedom are treated
explicitly by density functional theory or semiempirical quantum
chemistry. No model potential needs to be specified; instead, the
energy is calculated on the fly at each step of the simulation.
Although this approach is capable of explicit treatment of nuclear
quantum effects, such as proton transfer, its application is
currently limited to investigating dynamics that occurs on a time
scale of the order of tens-to-hundreds of picoseconds and is not
yet practical in evaluating free energy. Using first-principles
Car�Parrinello molecular dynamics simulations, Anderson
et al.462 showed that the presence of two sulfuric acid molecules
in (H2SO4)m 3 base 3 (H2O)6 clusters (m = 1�2) is always
sufficient to form a double ion already during the initial geometry
optimization. Growth of such a double-ion cluster likely proceeds
without encountering a nucleation free energy barrier. For
clusters containing only one H2SO4 molecule, the acid remains
protonated throughout the entire simulation (∼30 ps) for the
base-free and NH3-containing clusters but dissociates after about
1.5 and 9.5 ps for the methylamine- and pyridine-containing
clusters. The initial transfer of the proton is induced by formation
of H4SO5, followed by a bound Eigen ion, (HSO4

�) 3 (H3O
+),

that is stable for only 0.2�0.5 ps before the proton is transferred
again either to the base or to a second water molecule. For all
clusters with two sulfuric acid molecules and a base present, the
base remains protonated (HB+) throughout the entire simula-
tion. For these clusters, only one out of six cases exhibits a contact
ion pair. In most cases, acid and base are separated by one or two
water molecules, contrary to many previously reported static
calculations, showing direct H bonding between the acid and the
base. In the base-free cluster with two sulfuric acids, one acid
molecule is preferentially dissociated and a contact ion pair (with
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a direct H bond) is present for about 90% of the time when the
acid is deprotonated.
Kakizaki et al.119 utilized a recently developed semiempirical

PM6 method to study the structures and dynamics of small
hydrated sulfuric acid clusters H2SO4(H2O)n (n = 1�9). Low-
energy structures of clusters optimized at the PM6 level agree
reasonably well in terms of geometrical parameters and energies
with those from previous ab initio and density functional theory
studies with the exception that PM6 somewhat overemphasizes
bifurcated hydrogen-bonded structures, with two protons of a
water molecule forming a hydrogen bond to the same acceptor
atom. Direct dynamics simulations performed on hydrated
sulfuric acid clusters (n = 1�6) by the path-integral molecular
dynamics approach (PIMD), i.e., using PM6 potential energies
and their gradients, show that the H2SO4 dissociation probability
increases with increasing cluster size and that contact-ion-pair
structures are dominant in the proton-dissociated clusters. A
comparison with the classical MD results suggests that nuclear
quantization significantly enhances thermal fluctuations, pre-
sumably due to larger zero-point vibrational amplitudes of
hydrogen atoms, leading to liquid-like structures for the hydrated
clusters even at 250 K, while the corresponding classical MD
clusters are solid-like. Sulfuric acid does not dissociate in small
tri- and tetrahydrate clusters despite the comparable stability of
ionic and neutral structures, and proton transfer from sulfuric
acid to water only occurs in clusters containing five or more water
molecules.

3.4. Parameterizations of Atmospheric Nucleation
Field measurements and laboratory experiments show that

atmospheric nucleation events are closely associated with the
sulfuric acid concentration. To represent this dependence in
atmospheric models, several theories and parametrizations have
been developed, including classical binary and ternary homo-
geneous nucleation, ion-mediated nucleation, activation-type
nucleation, and kinetic nucleation. With the exception of the
kinetic CNT formulation, e.g., by Yu463 and Sorokin et al.,95 the
theoretical methods described in sections 2.1 and 3.4, which
involve explicit consideration of cluster distributions or cluster
dynamics, e.g., DNT, DFT, MD, and MC, are yet to receive
broad application in atmospheric nucleation studies because of
lacking the required interaction potentials or being computa-
tionally expensive.

Widely used parametrization of the binary homogeneous
nucleation by Vehkamaki et al.357 is based on classical theory,
and nucleation is a function of the surface tension, density of the
solution, and equilibrium vapor pressures of sulfuric acid and
water above the solution. This parametrization is a revision to the
one previously developed by Kulmala et al.464 and corrected for
the activity coefficients and errors made in the kinetic assump-
tions in the previous parametrization, based on the classical
theory developed by Wilemski.465 Yu adopted a slightly different
approach to develop a self-consistent kinetic homogeneous
nucleation model for the H2SO4�H2O system, assuming water
vapor concentration to be high enough that binary homogeneous
nucleation can be treated as a quasi-unary nucleation process for
H2SO4 in equilibrium with water vapor.362,463,466,467 Ammonia,
because of its relatively high concentration in the troposphere
and ability to decrease the vapor pressure of sulfuric acid above a
solution, can enhance the binary nucleation rate, and the classical
ternary homogeneous nucleation model has been introduced to
account for the effect of NH3 on H2SO4�H2O homogeneous

nucleation.379 Korhonen et al.380 considered hydrate formation
during ternary nucleation, and later Napari et al.383 incorporated
a refined hydrate model in an improved theory of ternary
nucleation. This theory, however, significantly overpredicts the
experimentally observed nucleation rates, e.g., up to 30 orders
of magnitude in the presence of ppt level of NH3. By considering
the energetics of small H2SO4�NH3�H2O clusters, Vehkamaki
et al.468 demonstrated that sulfuric acid and ammonia may
produce hydrate-like clusters of ammonium bisulfate in the
vapor phase, and later Anttila et al.469 showed that when
clustering is taken into account the ternary nucleation rates are
closer to the binary nucleation rates, typically over by 1 or 2
orders of magnitude. Yu470 developed another approach based
on a kinetic semiequilibrium model containing a fitted stabilizing
factor to achieve agreement with experiments. The kinetic model
assumes that H2SO4 dominates cluster growth and nucleation,
whereas H2O and NH3 are secondary species influencing the
cluster composition and the evaporation coefficient of H2SO4

from the clusters. To account for the effect of atmospheric ions,
Yu471 developed a second-generation ion-mediated nucleation
model, which incorporates new thermodynamic data418 and
physical algorithms472,473 and explicitly treats evaporation of
clusters. This model is built upon an earlier version of the IMN
model,329 which has been improved using experimental measure-
ments to constrain H2SO4 monomer hydration and incorporat-
ing recently determined energetics of small neutral H2SO4�
H2O clusters.362 The IMN theory differs substantially from
classical ion-nucleation theory,474 which is based on a simple
modification of the free energy associated with formation of a
critical nucleus to include the effect of charge. The classical
approach does not properly account for the kinetic limitation to
embryo development and does not consider the important
contribution of neutral clusters resulting from ion�ion recom-
bination. On the contrary, IMN theory explicitly considers the
kinetic effect of charge on cluster growth rates and formation of
neutral clusters from neutralization of charged clusters. The
present IMN model, however, is limited to the binary system
and does not account for species other than H2SO4 and H2O.

Although the CNT-based binary and ternary homogeneous
nucleation parametrizations are widely used in atmospheric
modeling studies, they tend to considerably underestimate
particle formation rates, especially within the PBL.475 Further-
more, the functional dependence of atmospherically measured
particle formation rates on the sulfuric acid vapor concentrations
is much weaker than that predicted by the binary nucleation
theory.363 Most ambient measurements suggest that the nuclea-
tion rate is correlated with the sulfuric acid vapor concentration
to the power of 1�2.50,54 This discrepancy between atmospheric
measurements and binary nucleation theory likely implies parti-
cipation of other species in nucleation, in addition to sulfuric acid,
such as ammonia, amines, and organic acids.1 Such species can
stabilize the nucleating clusters, reducing H2SO4 evaporation
and enhancing the nucleation rates. Hence, atmospheric nuclea-
tion may be limited by vapor�cluster collisions, rather than by a
competition between condensation and evaporation assumed in
the classical theory. If all nucleating clusters are stable, considera-
tion of a free energy barrier in the nucleation rate calculations is
likely unnecessary. For instance, in the presence of high concentra-
tions of ammonia, clusters may be efficiently stabilized as ammo-
nium bisulfate. In the kinetic model,374,476 the critical nucleus is
assumed to form through bimolecular collisions of sulfuric acid and
sulfuric acid-containing clusters, cluster evaporation is neglected,
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and the nucleation rate is proportional to the square of the sulfuric
acid concentration, i.e., P = 2 in eq 3.10

J ¼ k½H2SO4�P ð3:10Þ
Neglecting evaporation of small clusters is not well justified, and a
recent study suggests that explicit treatment of cluster evaporation is
required for quantitative understanding of the dynamics of atmo-
spheric clusters.477

Alternatively, atmospheric new particle formation may be
represented by a two-step process,336 consisting of nucleation
of thermodynamically stable neutral or ion clusters followed by
activation of clusters to observable particles.478 According to this
activation model,333,478 nucleation occurs through activation of
small clusters containing one sulfuric acid molecule and the
nucleation rate is linearly proportional to the sulfuric acid
concentration, i.e., P = 1.

The involvement of organic vapors has been suggested to
explain the variation in the nucleation rate coefficient in eq 3.10
between four measurement sites during 2007�2009 EUCAARI
campaigns, and an alternative eq 3.11 is proposed.264 According
to this equation, the intersite variation is substantially smaller
when the heteromolecular homogeneous nucleation between
H2SO4 and organic vapors (NucOrg) is assumed to take place in
addition to homogeneous nucleation of H2SO4 using a constant
kNucOrg for all sites

J ¼ kNucOrg½H2SO4�m½NucOrg�n ð3:11Þ
In a sectional atmospheric chemistry and aerosol dynamics box
model developed by Pirjola et al.479 to simulate ultrafine particle
formation and growth from the seaweed chamber in the coastal
environment, thermodynamically stable clusters are formed by
dimer nucleation of OIO vapor and the precursor is assumed to
be molecular I2 emitted by seaweed. The modeled results show a
good agreement with the chamber measurements performed
during the BIOFLUX campaign, confirming that I2 emissions
and nucleation of iodine oxides can largely explain the coastal
nucleation events. In the aerosol dynamical boxmodel developed
by Vuollekoski et al.,480 the nucleating vapor is assumed to be
iodine dioxide (OIO) and three nucleation mechanisms are
included, i.e., kinetic nucleation of OIO (K � [OIO]2), activa-
tion of clusters by OIO (A � [OIO]), and sulfuric acid-induced
activation of clusters containing OIO (B� [OIO]� [H2SO4]).
Although all nucleation mechanisms provide reasonable results
for coastal environments, kinetic nucleation fails to reproduce
growth of newly formed particles up to 10 nm with the only
available condensable vapors being OIO and sulfuric acid. The
sensitivity studies indicate that growth of newly formed particles
can be assisted by any low-volatility vapors present in concentra-
tions exceeding 109 molecules cm�3. Thus, marine new particle
formation involving iodine oxides is not likely to produce
particles of the size of CCN, except potentially over very large
phytoplankton blooms or via condensation of additional low-
volatility vapors.

Recent modeling studies481�483 have shown that estimations
of aerosol concentrations in the PBL can be considerably
improved when using activation or kinetic nucleation parame-
trizations. Since few measurements264 are available that pro-
vide information on the spatial distribution of the rate co-
efficient k in eq 3.10, most previous studies assumed a single
median value for the entire atmosphere. Typically, kinetic and
activation-type nucleation parametrizations produce similar

agreement with observed monthly mean condensation nuclei
(CN) concentrations481,483 but do not allow one to resolve the
nature of the acutal nucleation mechanism (via a barrier or
barrierless). Comparisons with aerosol observations from many
sites around the world483 show that parametrization of nuclea-
tion is a promising way to improve the performance of global
models, although the results exhibit highly temporal variability
with occasionally unrealistically high number concentrations.
Another model analysis of land-, ship-, and aircraft-based mea-
surements by Yu et al.484 indicated that among six widely used
H2SO4 nucleation schemes only the ion-mediated nucleation can
reasonably account for both absolute values and spatial distribu-
tions of particle number concentrations in the entire tropo-
sphere. Binary homogeneous nucleation significantly under-
predicts particle number concentrations in the lower tropo-
sphere and is also insignificant in the upper troposphere, contrary
to previous conclusions. Empirical activation and kinetic nuclea-
tion parametrizations significantly overpredict the particle num-
ber concentrations over tropical and subtropical oceans. Overall,
the relative role of neutral and ion-mediated mechanisms in the
atmospheric nucleation remains controversial.61,333,344�346

4. GROWTHOFNANOPARTICLES IN THEATMOSPHERE

As discussed previously, aerosol nucleation occurs in two
distinct stages, i.e., formation of a critical nucleus (∼1 nm in
size) and spontaneous growth of the critical nucleus to a larger
size, both occurring from gas-phase molecules, such as H2SO4,
water, ammonia, and other species. Atmospheric new particle
formation can be observed only if freshly nucleated particles
grow to a detectable size, which is currently about 1.5�
3 nm.1,59,322,323,328,372 The fate of freshly nucleated particles is
determined by the competition between scavenging by preexist-
ing particles and growth to larger particles. The relative rates at
which those particles are lost by coagulation and grow to a larger
size determine whether new particle formation events can be
observed and how fast nanoparticles grow into CCN.

Coagulation loss of particles occurs when the particles sus-
pended in air come into contact with each other because of the
Brownian motion. The coagulation sink, Fcoag, determines how
rapidly nucleated aerosol particles are removed through
coagulation82

Fcoag ¼ Ndnuc ∑
j
Kdnuc, djNj ð4:1Þ

where Ndnuc is the number concentration of the nuclei, Nj is the
number concentration of particles in a size class j, and Kdnuc,dj is
the Brownian coagulation coefficient between particles of dia-
meter dnuc and dj.

82,485 Since the coagulation sink, Fcoag, is
linearly proportional to the number concentration of preexisting
particles, Nj, new particle formation events are less frequently
observed when the background aerosol number concentration is
high. Furthermore, since the Brownian coagulation coefficient
Kdnuc,dj is larger when the difference between the size of nuclei
dnuc and preexisting particles dj is larger,

82 coagulation loss is
faster when the size distribution of preexisting particles shifts to
bigger sizes.

Several mechanisms have been suggested to contribute to
growth of organic aerosols, including condensation of low-
volatility species, gas-to-particle partitioning of semivolatile
species, and heterogeneous reactions.486,487 Condensation of a
gas-phase species onto a particle surface is dependent on its
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ambient partial pressure (i.e., its atmospheric abundance) and
the equilibrium or saturation vapor pressure of the species above
a particle (i.e., its volatility), which is not only a function of
temperature but also of the particle chemical composition and
size. While soluble impurities in a particle decrease the equilib-
rium vapor pressure (known as the solution effect), the satura-
tion vapor pressure over nanoparticles can be highly elevated
because of the Kelvin effect. In addition to its atmospheric
abundance and volatility, gas�particle partitioning of a species
is also determined by its physicochemical properties (such as
solubility) and the aerosol properties (such as available particle
masses or volumes). Growth of nanoparticles from heteroge-
neous reactions is dependent on the volatility of the products
formed in the particle phase. Although, gaseous aerosol precur-
sors can be volatile, nonvolatile products formed from hetero-
geneous reactions provide an important pathway for growth of
nanoparticles.13 It has been hypothesized that heterogeneous
reactions of certain organic compounds facilitate growth of
nanoparticles by overcoming the Kelvin barrier.486 In this sec-
tion, the mechanisms of nanoparticle growth by condensation
and heterogeneous reactions is discussed.

4.1. Role of the Kelvin (Curvature) Effect in Growth of
Nanoparticles

The Kelvin effect represents a major limitation in the sponta-
neous growth of nanoparticles, particularly for freshly nucleated
particles with a size of 1�2 nm. Condensation of a gas-phase
species onto a particle surface occurs when the ambient partial
pressure of the compound far away from the particle exceeds its
saturation vapor pressure over the particle.82 Mathematically, the
condensational flux of a gas-phase molecule toward the particle is
proportional to this partial pressure difference (i.e., the ambient
pressure minus the saturation pressure). The saturation vapor
pressure over the particle, pA, is increased over a curved surface,
as illustrated by the Kelvin equation

pA ¼ poA exp
2σM
RTFlr

 !
ð4.2Þ

where pA
o is the vapor pressure of A over a flat surface, σ is the

surface tension, M is the molecular weight of A, R is the gas
constant, T is the temperature, Fl is the liquid-phase density of A,
and r is the radius of the particle. The Kelvin equation provides a
thermodynamic description of the saturation vapor pressure over
the particle: the equilibrium pressure increases with decreasing
particle size. Hence, condensation of chemical species onto
nanoparticles in the atmosphere is considerably suppressed,
particularly for newly nucleated particles. Although the surface
tension of a particle may decrease somewhat as soluble organics
condense, its value is dominated by sulfuric acid, water, and
ammonium sulfate for small particles at the early stage of growth,
being at least 70 dyn cm�1.488 In addition, the molecular weight
M and density Fl together define the molar volume of the species
(i.e., v =M/Fl, the volume occupied by one mole of the species in
the condensed phase), which varies with the chemical composi-
tion (with a general increasing trend with increasingmolarmass).
Although the bulk-phase vapor pressures of most organic com-
pounds decrease with increasing molecular mass (or number of
carbon atoms), because of the increasing molar volume, the
Kelvin barrier is highly elevated such that the occurrence of
condensation on nanometer-sized particles is largely implausible
even for organics with low volatility,486 unless these organic

molecules are highly soluble in aqueous solutions.489 The role of
the Kelvin effect is demonstrated in Figure 17, showing the
Kelvin-adjusted vapor pressures of alkanes and diacids as a
function of number of carbon atoms in their molecules above 1
and 2 nm clusters.486 Hence, the preferable candidates for
condensational growth of nanoparticles include low-volatility
compounds of a lowmolar volume, most likely with the presence
of polar functional groups (e.g., hydroxyl, carboxyl) that can be
stabilized by interaction with water or acid.

Kulmala et al.489 introduced a theoretical framework to explain
and quantify formation of organic nanoparticles in the atmo-
sphere. The thermodynamic interactions between organic and
inorganic compounds in growing clusters and particles are
formulated by a theory analogous to the K€ohler theory, which
describes formation of cloud droplets due to spontaneous
condensation of water vapor. The nano-K€ohler theory differs
from the conventional one in that it describes the activation of
inorganic stable nanoclusters into aerosol particles in a super-
saturated organic vapor that initiates spontaneous and rapid
growth of clusters. An organic compound is assumed to be fully
soluble in aqueous solution, i.e., it does not form a separate solid
phase but is totally dissolved into the solution. This cluster
activation theory shows that an equilibrium condition may occur
at 3�4 orders of magnitude lower saturation ratios of the organic

Figure 17. Kelvin-adjusted vapor pressures of (a) alkanes and (b)
diacids as a function of the number of carbon atoms for 1 and 2 nm
clusters. (Reprinted with permission from ref 486. Copyright 2002 by
the American Geophysical Union.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-016.png&w=238&h=352
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vapor above an aqueous bisulfate cluster than that required for
the pure organic clusters, i.e., the clusters behave as nuclei for
organic aerosol nucleation. For instance, cluster activation theory
explains the linear dependence between the formation rate of
3 nm particles and the gaseous sulfuric acid concentration.478

Since the Kelvin effect leads to reduced equilibrium aqueous
concentrations of organic compounds in the particle phase,
growth of nanoparticles by gas�particle portioning for semivo-
latile organic compounds is highly implausible under atmo-
spheric conditions. Furthermore, limited solubility in
nanoparticles due to the Kelvin effect can contribute to a
suppressed growth by heterogeneous chemical reactions on
nanoparticles, to be discussed in section 4.3.

4.2. Condensation
Condensational growth is a commonly accepted mechanism

for nanoparticle growth in the atmosphere. For a gas-phase
molecule, the condensation sink to nuclei/aerosol surfaces
determines how rapidly gas-phase molecules condense onto
pre-existing aerosols and depends strongly on the shape of the
aerosol size distribution.490 The condensation rate of a gas-phase
molecule, Fcon, into a particle of a radius, r, is often defined using
the continuum/transition regime theory464

Fcon ¼ Nr � 4πrβMDðC� CrÞ ð4:3Þ
whereNr is the number concentration of the particle with a radius
r, βM is the transitional correction factor for the condensational
mass flux,491 D is the diffusion coefficient of the gas-phase
molecules, C is the ambient concentration of the gas-phase
molecule, and Cr is the concentration of the gas-phase molecules
corresponding to the saturation vapor pressure for the gas-phase
molecule over the particle with a radius of r. Hence, at a given gas-
phase molecule concentration, the condensation rates for smaller
nuclei/particles tend to be smaller, directly because of the size
term in the condensation rate equation and indirectly because of
the much elevated saturation vapor pressure that arises from the
Kelvin effect.
4.2.1. Condensation of Sulfuric Acid. The saturation

vapor pressure of gaseous H2SO4 over its aqueous solutions at
typical ambient temperatures and humidities corresponds to a
102�108 molecules cm�3 concentration range with a lower value
in more dilute solution and at lower temperatures.82 Atmo-
spheric gas-phase sulfuric acid is mainly formed from photo-
chemical oxidation of SO2 and dimethyl sulfide in the presence of
molecular oxygen and water, and hence, normally its concentra-
tion peaks around noon.82,251,286 Ambient concentrations of
gas-phase H2SO4 are typically in the range of 105�107 mole-
cules cm�3 during the daytime, frequently exceeding the satura-
tion vapor concentration over an aqueous solution. Due to
random collisions, sulfuric acid molecules come into contact
with existing particles, leading to condensational growth of
particles. H2SO4 molecules that condense on particles are effi-
ciently stabilized by simultaneous condensation of H2O mol-
ecules that hinders evaporation of H2SO4, leading to practically
irreversible condensation.58 The stabilization of H2SO4 assisted
by H2O occurs via formation of hydrogen bonds between H2SO4

and H2O molecules, followed by proton transfer to form H3O
+

and HSO4
� ions.377,439,443 The concentration of water vapor in

ambient air is sufficiently high (1016�1017 molecules cm�3), and
the water content of nanoparticles is in rapid equilibriumwith the
ambient relative humidity. Also, in the presence of basic gases,
such as NH3 and alkylamines, H2SO4 in the nanoparticles is

converted to ammonium sulfate492,493 and alkylaminium
sulfate13 salts, which have a lower volatility than H2SO4, resulting
in further stabilization.60,313

The first detection of atmospheric gas-phase sulfuric acid was
accomplished indirectly on the basis of measurements of strato-
spheric negative ions by Arnold and Fabian.494 Later, Eisele and
Tanner236 introduced a highly sensitive direct technique for
detection of gaseous H2SO4 using an atmospheric pressure
selected ion CIMS. In this method sulfuric acid is converted to
ions through reaction with the nitrate reagent ion (eq 4.4), and
the ions are then detected by the mass spectrometer

H2SO4 þ NO3
�ðHNO3Þn f HSO4

�ðHNO3Þn þ HNO3

ð4:4Þ
Recently, this method has been modified by introducing an
atmospheric pressure ion drift tube to constrain the ion flight
path and reduce ion wall losses.286 These two approaches are
very robust and can detect sulfuric acid at concentrations as low
as (2�5)� 104molecules cm�3. Using thesemass spectrometric
techniques, a number of ambient measurements of the gas-phase
H2SO4 have been performed.236,251,253,364 A recent computa-
tional study suggests that in the presence of amines the measured
sulfuric acid concentration may be underestimated because the
H2SO4�amine clusters are charged less efficiently than
H2SO4.

495 However, the validity of this conclusion based on
theoretical results is yet to be confirmed, since theoretical
calculations often contain large uncertainties in energetic
predictions.451,452

In ambient studies, a power law relationship between ambient
sulfuric acid concentrations and atmospheric particle formation
rates is often observed.253,364,374 However, this relationship does
not necessarily imply that condensation of sulfuric acid plays a
dominant role in nanoparticle growth. Simultaneous measure-
ments of nanoparticle growth rates and gas-phase H2SO4 con-
centrations show that H2SO4 typically accounts for only 5�50%
of the measured growth.222,225,250,496,497 In addition to conden-
sation of sulfuric acid, intramodal coagulation of nucleation
mode particles and extramodal coagulation of nucleation mode
particles with preexisting particles also contribute to the observed
growth rate,222 as described in section 5. Comparisons of
calculated nanoparticle growth rates to ambient measurements
indicate that the three mechanisms described above do not
account for all the growth processes during new particle forma-
tion events in Atlanta222 and Beijing.250 Hence, other species in
addition to sulfuric acid also contribute to nanoparticle growth.
4.2.2. Condensation of Low-Volatility Organics. Direct

condensation of organic vapors of low volatility, such as organic
acids, has been suggested as a potential additional mechanism for
growth of atmospheric nanoparticles.2 Although calculation
using the Kelvin equation suggests that the saturation vapor
pressure of organics over nanoparticles is much elevated,486 the
condensation process of organic acids that contributes to nano-
particle growth may involve formation of hydrogen bonding
between organic acids and H2SO4 and/or H2O molecules,
analogous to that of sulfuric acid. Quantum chemical calculations
show that stable complexes between organic acid (e.g., pinonic
acid, formic acid, acetic acid, and benzoic acid) and sulfuric acid
molecules can be formed through double hydrogen bonding.377

The interaction between selected organic monodicarboxylic
acids (benzoic, maleic, malic, pyruvic, phenylacetic, and tartaric
acids) and dicarboxylic acid (oxalic acid) with nucleation
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precursors and charged trace species leads to a decrease in
free energy and can enhance the successive condensation
of H2SO4 and H2O in neutral and positively charged
nanoparticles.391,453,454

There are rather limited laboratory experiments that investi-
gate the direct condensation of organic acids onto nanoparticles.
Chemical composition analysis of nanoparticles formed from the
H2SO4�CPA�H2O ternary nucleation using a TD-ID-CIMS
clearly shows that sulfuric acid (in the forms of H2SO4 and
H2SO4�H2SO4 dimer) is far more abundant in the mass spectra
than pinonic acid (pinonic acid and pinonic acid�H2SO4

heterodimer), with a mass ratio of ∼1000 to 1 between H2SO4

and pinonic acid even if the gaseous concentrations of the two
species are comparable.58 The suppressed condensation of
pinonic acid on nanosized particles is explained by its low
solubility and lack of stabilization by other molecules such as
H2O, although hydrogen bonding can be formed. On the other
hand, TDCIMS measurements of the composition of ambient
10�33 nm diameter particles formed from nucleation in Teca-
mac, Mexico show the presence of carboxylic and hydroxy
carboxylic organic acids.309 The average ion molar ratios for
organic acids and other species suggest that organic compounds
play a dominant role in the observed high nanoparticle growth
rate.309 In another study, combined laboratory investigation and
field measurements using TDCIMS and ultrafine hygroscopicity
TDMA confirm that alkylaminium�carboxylate salts contribute
significantly to nanoparticle growth.60 The discrepancy in the
role of organic acids in nanoparticle growth can be potentially
explained by heterogeneous reactions, i.e., the synergistic effects
involving organic acids and alkylamines in the gas-phase and
sulfuric acid in the particulates, rather than direct condensation of
organic acids.

4.3. Heterogeneous Reactions
Heterogeneous atmospheric chemistry encompasses interac-

tion between gaseous species and aerosols, cloud droplets,
hydrometeors (falling rain, sleet, snow, etc.), and surface waters
as well as chemical transformations and photochemical processes
occurring within those condensed systems.23,498,499 In this re-
view, we focus on the heterogeneous reactions between organic
vapors and H2SO4 nanoparticles that contribute to nanoparticle
growth. Heterogeneous reactions are initiated with the accom-
modation of gas-phase organic vapor into the particles, which is
limited by the Kelvin effect. Subsequent particle-phase reactions
can proceed via various reaction mechanisms. For instance,
heterogeneous reactions can be acid catalyzed, and hence, their
rates are dependent on particle acidity. Also, pre-existing organics
in nanoparticles can exert synergetic effects on the uptake of
other species.500 Formation of hygroscopic products can lead to
further growth of nanoparticles through the uptake of H2O.
When chemical reactions are reversible, partial shrinking of
grown particles may occur when the concentration of organic
vapor decreases.501

Over the past decade, numerous studies have investigated
heterogeneous reactions responsible for growth of larger parti-
cles using H2SO4 particles suspended in air and deposited on
solid substrates and also using bulk aqueous H2SO4 solutions.

487

However, uptake of gaseous vapors on nanoparticles is signifi-
cantly different from that on bulk solution surfaces.501 The
gas�particle interaction is determined by gas-phase diffusion,
mass accommodation, and liquid-phase diffusion and reaction.
For nanoparticles, the rate-liming step in the heterogeneous

reactions often corresponds to mass accommodation, i.e., in-
corporation of organic species into nanoparticles. For sufficiently
volatile organic species partitioning is highly suppressed because
of the curvature effect, leading to negligible particle-phase
concentrations of the organics and hindrance in the heteroge-
neous reactions on nanoparticles. Furthermore, care must be
excised when applying the results of laboratory experiments to
atmospheric nanoparticle growth, since the occurrence of parti-
cle-phase reactions is related to the concentrations of the organic
vapors and the particle residence time. In laboratory experiments,
the gaseous concentrations of organic vapors are typically higher
than those in the atmosphere, but a shorter gas�particle inter-
action time is employed.

Due to the technical challenges, studies that directly investi-
gate heterogeneous reactions of various organics on nucleation
mode nanoparticles are rather sparse. Using a TDMA technique,
the mobility size change of H2SO4 nanoparticles has been mea-
sured due to exposure to a series of organic species, summarized
in Table 1.13,501 In addition, TDCIMS and TD-ID-CIMS have
been employed in both field and laboratory studies to obtain the
chemical composition of nanoparticles.13,60,309,501

4.3.1. Ammonia. Ammonia is the primary basic gas and the
most important neutralization agent for atmospheric particu-
lates.82 The heterogeneous uptake coefficient of NH3 on bulk
H2SO4 surfaces increases as a function of acid concentration and
reaches unity at >55 wt % H2SO4.

492,493 The reaction products
include NH4

+ and HSO4
� or SO4

� in the aqueous phase
(Scheme 1).
Two previous studies have measured the growth factor of

H2SO4 nanoparticles upon neutralization by NH3, both of which
use the TDMA technique.58,502 The uptake of NH3 by H2SO4

particles is generally accompanied by release of H2O, effectively
resulting in ammonia replacing water in the particle phase.502 At
relative humidity < 5%, a growth factor of 0.988�1.05 is
observed for 10�60 nm H2SO4 particles, with a larger value
for smaller particles.502 An increase or decrease in particle
diameter upon neutralization is governed by the initial weight
percent of H2SO4. An approximate cut value of the mass
concentration of H2SO4 is 78 wt %, suggesting that at relative
humidity below 5%H2SO4 particles with a diameter smaller than
about 45 nm can grow to a larger size when neutralized by
NH3.

502 At higher relative humidity (25% and 75%), such as in
another experimental study by Zhang et al.,58 no apparent growth
or shrinkage is observed when 6�30 nm H2SO4 particles are
exposed to NH3 (about 3 � 1014 molecules cm�3). Thus, the
role of ammonia to growth of atmospheric nanoparticles is
limited to stabilizing the particle-phase sulfuric acid and depends
on the availability of gaseous sulfuric acid.
4.3.2. Amines. Low molecular weight alkylamines are highly

volatile.386,503 The ambient concentrations of individual gas-
phase alkylamines, on the basis of rather limited measurements,
range from 0.3 to 4.2 ng m�3 in the marine atmosphere504 to
231�562 μg m�3 in a location near a commercial dairy.505

Generally, the concentrations of amines are expected to be at
least an order of magnitude lower than that of ammonia in the
atmosphere, except perhaps in the immediate vicinity of amine
emission sources.506 Being strong organic bases, amines react
with nitric and sulfuric acids to form particle-phase aminium
nitrate and aminium sulfate.506,507 The heterogeneous reaction
of gaseous alkylamines is a stepwise process involving partition-
ing of amines into the liquid phase, which is governed by Henry’s
Law, and subsequent liquid-phase reaction, leading to formation



AK dx.doi.org/10.1021/cr2001756 |Chem. Rev. XXXX, XXX, 000–000

Chemical Reviews REVIEW

of aminium ions (Scheme 2a). The uptake coefficient γ mea-
sured for several different alkylamines on sulfuric acid solutions is
about 10�2 and depends only weakly onH2SO4 concentration or
temperature.307

Nano-TDMA experiments indicate that H2SO4 nanoparticles
exposed to trimethylamine increase in size with a growth factor in
the range of 1.10 for 4 nm particles to 1.23 for 10�20 nm
particles (Figure 18c and Table 1).13 The reduction in the growth
factor for smaller particles is caused by the Kelvin effect. Since
neutralization of the particle-phase sulfuric acid by amines is first
order with respect to formation of aminium sulfate, the reaction
rate is linearly dependent on the amine concentration, likely
explaining the reduced but still a noticeable particle growth even
at the size of 4 nm. Chemical analysis of nanoparticles exposed to
amines by TD-ID-CIMS shows the presence of MS signals
characteristic of aminium sulfate (Figure 19c and 19d).13

Using previously derived uptake coefficients,307 it is estimated
that the exposure time in those experiments is sufficiently long
for gaseous trimethylamine to completely neutralize particulate
sulfuric acid.13 Growth of nanoparticles upon exposure to
trimethylamine is more pronounced at higher relative humidity,
because of the higher hygroscopicity of trimethylaminimiun
sulfate,508 which promotes additional uptake of water molecules
by nanoparticles. The reaction between alkylamines and H2SO4

is expected to be completely irreversible, because the free energy

change for the reaction corresponds to a rather large equilibrium
constant.378

Amines can also contribute to new particle growth through
formation of organic aminium salts between amines and organic
acids. A recent thermodynamic modeling study on the relative
contribution of ammonia and amines in forming organic salts
and the corresponding decrease in volatility of these species
suggests that amines may be an important contributor to organic
salt formation (Scheme 2b).387 Very recently, chemical composi-
tion analysis of atmospheric nanoparticles confirmed the coex-
istence of aminium cations and carboxylate anions in particles as
small as 8�10 nm.60

Table 1. Growth Factors (Dp/D0) Measured by Nano-TDMA upon Exposure of Sulfuric Acid Nanoparticles to Different Organic
Vaporsa

growth factor Dp/D0

organics relative humidity, % 4 nm 6 nm 8 nm 10 nm 15 nm 20 nm

glyoxalb 7 1.02( 0.02 1.22( 0.03 1.46( 0.03 1.53 ( 0.02

20 1.02( 0.01 1.28 ( 0.03 1.64( 0.04 1.93( 0.04

methylglyoxalc 6 1.01( 0.02 0.99 ( 0.01 1.01( 0.01 1.01( 0.01

20 1.01( 0.02 1.02( 0.01 1.02( 0.01 1.01( 0.01

50 1.01( 0.01 1.01( 0.01 0.99( 0.01

2,4-hexadienalb 7 1.02( 0.02 1.02( 0.02 1.05( 0.02 1.08( 0.02 1.10( 0.03 1.13( 0.02

12 1.02( 0.02 1.02( 0.02 1.03( 0.02 1.04 ( 0.02 1.08( 0.02 1.09( 0.03

20 1.01 ( 0.01 1.01( 0.01 1.01( 0.01 1.01( 0.01 1.01( 0.01 1.01( 0.01

trimethylamineb 6 1.10( 0.01 1.12( 0.01 1.18( 0.01 1.18( 0.01

45 1.12( 0.02 1.18( 0.01 1.19( 0.01 1.23( 0.01

ethanolc 6 1.01( 0.01 1.00( 0.01 1.00( 0.01

1-butanolc 3 1.02( 0.02 1.01( 0.01 1.01( 0.01

7 1.02( 0.02 1.00( 0.01 1.00 ( 0.01

15 1.01( 0.02 1.01 ( 0.01 1.00( 0.01

1-heptanolc 6 1.00( 0.01 1.00( 0.01 1.00( 0.01

1-decanolc 6 1.00( 0.01 1.00( 0.01 1.01( 0.01
aAdapted with permission from ref 501. Copyright 2011 American Chemical Society. bReference 13. cReference 501.

Scheme 1 Scheme 2
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In addition to neutralization reactions, amines can displace
ammonium cations in ammonium nitrate and ammonium sulfate
salts (Scheme 2c). The measured uptake coefficient is found to
vary in the range from 10�4 to near unity on clusters, nanopar-
ticles, or bulk surfaces.420,422,506,509,510 In the case of ammonium
bisulfate, the competition between the amine substitution into
ammonium bisulfate and the acid�base neutralization of amine
and bisulfate is governed by the cluster/particle size. Neutraliza-
tion is more favorable with an increasing cluster size,420,422 and
the process becomes a dominating process on bulk surfaces510

(Scheme 2d). Although uncertainties still exist that warrant
further research on the reactions of amines with ammonium
salts, this displacement pathway involving amines is likely to lead
to further growth of neutralized nanoparticles because of the
larger size of aminium ions than ammonium ions.
4.3.3. Aldehydes. Compounds with a carbonyl group

(aldehydes and ketones) are emitted into the atmosphere from
both anthropogenic and biogenic sources and also formed
directly in the atmosphere from the photochemical degradation
of volatile organic compounds.82 The ambient concentrations of
carbonyls are highly variable, in the range of tens of ppt to a few
ppb, with the most abundant species normally being formal-
dehyde.511 In acidic aqueous media, carbonyl compounds are
known to engage in various reactions, such as hydration, polym-
erization, hemiacetal/acetal formation, aldol condensation, or
cationic rearrangement.512,513 Using thermodynamic calculations,
Barsanti and Pankow387 concluded that whereas particle-phase

reactions of ketones and small aldehydes are not relevant for
organic aerosol formation, aldol condensation of hexanal and
higher aldehydes and reactions of α-dicarbonyls (glyoxal and
methylglyoxal) may contribute to particle growth. Reactive and
physical uptake of various carbonyl compounds has been widely
measured in droplet train reactor or flow tube reactor experiments
(e.g., by Jayne et al.514 and Zhao et al.515). Experimental studies
using bulk sulfuric acid solutions show that octanal, 2,4-hexadienal,
and other larger aldehydes, while having negligible hydration rates,
undergo protonation and enolization followed by aldol condensa-
tion and formation of large unsaturated polymers at high acidity.515

Aldol condensation has been proposed to contribute to growth
of secondary organic particles of larger sizes. Jang and co-workers
performed a series of smog chamber and flow tube experiments to
study particle growth via acid-catalyzed reactions of volatile organic
compounds, such as octanal and 2,4-hexadienal, and conclude that
reactions of various aldehydes can remarkably increase the sec-
ondary organic aerosol mass production.516�520 However, little

Figure 18. Particle growth factor (Dp/Dp*) upon exposure to organic
vapors: (a) 2,4-hexadienal, (b) glyoxal, (c) trimethylamine. All experi-
ments were performed at 298 ( 2 K and a total pressure of 760 Torr.
(Reprinted with permission from ref 13. Copyright 2010 Macmillan
Publishers Limited.)

Figure 19. TD-ID-CIMS analysis of particle composition after expo-
sure to 2,4-hexadienal and trimethylamine vapors: (a) mass atm/z = 175
for particles exposed to 2,4-hexadienal, assigned as a protonated aldol
with loss of H2O, [C12H16O2 + H�H2O]

+; (b) mass at m/z = 193 for
particles exposed to 2,4-hexadienal, assigned as a protonated aldol,
[C12H16O2 + H]+; (c) mass at m/z = 60 for particles exposed to
trimethylamine, assigned as a protonated trimethylamine, [(CH3)3N +
H]+; (d) mass at m/z = 97 corresponding to HSO4

�. The reagent ions
were H3O

+ and CO3
�/CO4

� for a�c and d, respectively. The sample
was heated to 300 �C to completely evaporate the collected mass,
starting at about 40 (a and b) and 30 s (c and d). (Reprinted with
permission from ref 13. Copyright 2010Macmillan Publishers Limited.)

http://pubs.acs.org/action/showImage?doi=10.1021/cr2001756&iName=master.img-019.jpg&w=211&h=304
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aerosol growth is observed in a chamber study by Kroll et al.521

when H2SO4 aerosol seed particles are exposed to much lower
concentrations of different carbonyls, including formaldehyde, 2,4-
hexadienal, octanal, 2,3-butanedione, 2,4-pentanedione, glutaral-
dehyde, and hydroxyacetone. Hemiacetal formation from uptake
of hexanal on moderately concentrated sulfuric acid submicrom-
eter aerosols (30%) is experimentally observed, although very high
concentrations of hexanal (up to 0.009 atm) are used.522 An
electrodynamic balance study on the reaction between octanal
vapor and single levitated H2SO4 droplets also suggests that the
reactive uptake of aldehydes into acidic particles may not be an
important pathway in secondary organic aerosol formation under
typical atmospheric conditions.523

The interaction of higher aldehydes with H2SO4 nucleation
mode nanoparticles has been directly studied by a nano-
TDMA.13 Using 2,4-hexadienal as a model compound, it is
observed that particle growth increases with decreasing relative
humidity (Figure 18a and Table 1). In the particle size range of
4�20 nm, the growth factors reach the highest value at 7%
relative humidity and the lowest one at 20% relative humidity for
a given size. Also, the growth factor is size dependent, being close
to unity for 4�6 nm particles but increasing for particles larger
than 6�8 nm and reaching a value of 1.1 for 20 nm particles.
Heterogeneous interaction between 2,4-hexadienal and nano-
particles is a two-step process that involves dissolution
(partitioning) of gas-phase molecules in the particles followed
by protonation and chemical reactions of the dissolved mole-
cules. Highly elevated saturation vapor pressure above smaller
particles caused by the Kelvin effect limits the solubility of 2,4-
hexadienal in the particle phase, reducing the rate of the particle-
phase reaction. The net result on the particle growth rate
depends on the kinetic order of the reaction. Since polymeriza-
tion of 2,4-hexadienal corresponds to a second- or higher-order
reaction with respect to the organics to form aldol products,515

the rate of this reaction is strongly dependent on the concentra-
tion of the organic species in the particle phase. Hence, the
heterogeneous uptake of 2,4-hexadienal is nearly completely
inhibited in nanoparticles smaller than about 4 nm. On the
contrary, neutralization of sulfuric acid by amines described in
the previous section is a first-order reaction and the rate is less
dependent on the amine concentration, resulting in a noticeable
particle growth even at the size of 4 nm.
Formation of aldol products in sulfuric acid nanoparticles

exposed to 2,4-hexadienal is clearly evident from the chemical
analysis of nanoparticles by TD-ID-CIMS (Figure 19a and 19b).13

A clear increase in the organic constituents corresponding to the
aldol products is also observed in attenuated total reflection
infrared spectra of deposited sulfuric acid particles exposed to
2,4-hexadienal.501 A decrease in the aldol signal upon terminating
exposure to 2,4-hexadienal suggests that this reaction is partially
reversible. Aldol condensation is initiated by protonation and
enolization of 2,4-hexadienal in the presence of sulfuric acid,
and the following reaction between protonated 2,4-hexadienal
and enol leads to the aldol products (Scheme 3).515 Since newly
formed atmospheric particles are likely highly acidic, aldol con-
densation represents a plausible route contributing to their
growth.
4.3.4. α-Dicarbonyls. α-Dicarbonyls are significantly more

reactive than simple carbonyls. Typical α-dicarbonyls found in
the atmosphere include glyoxal and methylglyoxal generated
from photochemical oxidation of biogenic and anthropogenic
hydrocarbons.524�526 The ambient concentrations of glyoxal and

methylglyoxal are comparable, ranging from 10 ppt to 1 ppb or
even higher in more polluted areas.527�531 Both glyoxal and
methylglyoxal have been shown to contribute to growth of
secondary organic aerosol of larger sizes.517,532,533

Experiments using the nano-TDMA suggest that while H2SO4

nanoparticles exposed to glyoxal experience noticeable growth
with growth factors in the range of 1.00�1.93 (Figure 18b and
Table 1),13 similar particles do not show an appreciable change in
size when exposed tomethylglyoxal.501When exposed to glyoxal,
H2SO4 nanoparticles show a larger growth at higher relative
humidity, i.e., lower acidity and higher water activity, suggesting a
hydration and self-oligomerization reaction mechanism in the
presence of acid catalysis.13 Although a number of previous
studies report a correlation between the reactive uptake of
glyoxal and particle acidity,516,534,535 several other studies in-
dicate that the acidity of the seed particles has an insignificant
effect on glyoxal uptake.521,536 Similarly as in the case of 2,4-
hexadienal,13 no growth is observed upon reaction of glyoxal with
of 4�6 nm particles, but the growth factor increases for particles
larger than 6�8 nm and reaches a value of 1.9 for 20 nm particles.
The chemical composition of H2SO4 nanoparticles exposed to

glyoxal has been examined using TD-ID-CIMS.13 Since the
specific ion�molecule reaction rates used for chemical ionization
of organic molecules with similar functional groups are similar,537

oligomers exhibit little discrimination on their sizes during
analysis, allowing quantification of oligomers in the particle
phase. The TD-ID-CIMS results suggest that glyoxal oligomers
are composed of 2�5 glyoxal monomer units, with the trimer
being the most abundant (Figure 20).13 The mass to charge
ratios of the observed MS traces allow one to infer the molecular
structures and suggest that oligomers are formed through an
acid-catalyzed hemiacetal formation mechanism (Scheme 4a),13

similarly to the routes that glyoxal oligomers are formed during
water evaporation from cloud droplets536 and glyoxal uptake on
aqueous aerosols.535 Other previous studies using bulk solution
or larger particles also suggest that glyoxal oligomer formation
occurs via aldol condensation (Scheme 4b)538 and that organo-
sulfate forms by the acid-catalyzed reaction of hydrated glyoxal
with sulfuric acid (Scheme 4c).534,539

Experiments involving large seed particles suggest that forma-
tion of glyoxal oligomers according to the acid-catalyzed pathway
is partially reversible.521,540 Formation of glyoxal oligomers in a
deposited H2SO4 droplet layer also displays a partially reversible
behavior, as monitored by attenuated total reflection-Fourier
transform infrared spectroscopy.501

Although H2SO4 nanoparticles of 4�20 nm diameter do not
display any growth when they are exposed to methylglyoxal at
6�50% relative humidity,501 evidence suggests that methylglyox-
al is nevertheless an important precursor of larger secondary

Scheme 3
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organic aerosols.532,541,542 Formation of methylglyoxal oligomers
occurs via aldol condensation reactions (Scheme 5a) on the basis
of the product analysis of aerosol composition by an aerosol mass
spectrometer,543 in contrast to a hydration and polymerization
mechanism to form hemiacetal products (Scheme 5b) from a
study where uptake of methylglyoxal is measured over bulk liquid
H2SO4 surfaces.541 A recent chemical composition study of
methylglyoxal oligomers produced using electrospray-mass spec-
trometry suggests that aldol condensation of methylglyoxal is a
favorable mechanism under simulated cloud conditions (pH =
4�5), while the hydration/acetal formation mechanism be-
comes predominant at pH < 3.5.542

Although the detailed mechanisms for glyoxal and methyl-
glyoxal self-oligomerization are still lacking, the difference in
the heterogeneous reactivity of these two α-dicarbonyls on
nanoparticles can be explained by the difference in the rate and
degree of hydration, resulting in different effective Henry’s law
constants. The effective Henry’s law constant for glyoxal521 is at

least 3 orders of magnitude larger than that of methylglyoxal,541

leading to a significantly lower aqueous concentration of
methylglyoxal in nanoparticles for similar gas-phase concen-
trations of glyoxal and methylglyoxal in the nano-TDMA
experiments.13,501

4.3.5. Alcohols. Methanol and ethanol are the primary
simple alcohols that have been identified in air, with concentra-
tions in the ∼1�20 and ∼0.2�1 ppb ranges, respectively, in
rural areas.511 Other alcohols identified in the atmosphere have
generally much lower concentrations. The uptake of a series of
alcohols by bulk H2SO4 solutions has been investigated using
various techniques, including the flow tube reactor and the
Knudsen cell.544�548 In dilute sulfuric acid, alcohols interact
mostly through a reversible physical absorption by solution, with
a Henry’s law constant increasing with increasing acidity. In
concentrated sulfuric acid, uptake occurs due to the reversible
formation of alkyl hydrogen sulfate (eq 4.5) and/or dialkyl
sulfate (eq 4.6)

Figure 20. TD-ID-CIMS analysis of particle composition after exposure to glyoxal vapor. (a�d) Represent protonated glyoxal dimer through
pentamer: (a) mass atm/z = 117, assigned as a protonated glyoxal dimer with a loss of H2O, [C4H6O5 +H�H2O]

+; (b) mass atm/z = 175, assigned as
a protonated glyoxal trimer with a loss of H2O, [C6H8O7 + H�H2O]

+; (c) mass atm/z = 233, assigned as a protonated glyoxal tetramer with a loss of
H2O, [C8H10O9 +H�H2O]

+; (d)mass atm/z = 117, assigned as a protonated glyoxal pentamer with a loss of H2O, [C10H12O11 +H�H2O]
+. (e�h)

Four possible glyoxal trimers in equilibrium; ions shown are protonated trimers with a loss of H2O: (e) mass atm/z = 175, corresponding to a fragment
from a branched trimer with two C�O�C bonds and three terminal CdO groups, [C6H8O7 + H�H2O]

+; (f) mass atm/z = 193, corresponding to a
fragment from a linear or branched trimer with two C�O�C bonds and two terminal CdO groups, or a monocyclic trimer with three C�O�C bonds
and one terminal CdO group, or a dual-cyclic trimer with four C�O�C bonds and no terminal CdO groups, [C6H10O8 + H� H2O]

+; (g) mass at
m/z = 211, corresponding to a fragment from a linear or branched trimer with two C�O�C bonds and one terminal CdO group, or a monocyclic
trimer with three C�O�C bonds and no terminal CdO groups, [C6H12O9 + H�H2O]

+; (h) mass atm/z = 229, corresponding to a fragment from a
linear or branched trimer with two C�O�C bonds and no terminal CdO groups, [C6H14O10 + H � H2O]

+. The sample was heated to 300 �C to
completely evaporate the collected mass, starting at about 65 (a�d) and 75 s (e�h). For simplicity, the sulfate peak is not shown but is similar to that in
Figure 19. (Reprinted with permission from ref 13. Copyright 2010 Macmillan Publishers Limited.)
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ROH þ H2SO4 a ROSO3H þ H2O ð4:5Þ

ROH þ ROSO3H a ðROÞ2SO2 þ H2O ð4:6Þ
At lower temperatures, the equilibrium shifts to the right-hand side
of the reactions, promoting formation of sulfate esters. However,
because of the strong temperature dependence of the rate constant
for direct reaction of alcoholswith sulfuric acid, formation of sulfate
esters is kinetically infeasible at lower temperatures.549 From the
dependence of the reaction rate and equilibrium constant on
temperature and acidity, it is concluded that heterogeneous
reactions between alcohols and sulfuric acid are unlikely of
importance in the lower atmosphere except in the case of freshly
nucleated aerosols with high acid concentrations.549

Wang et al.501 investigated the heterogeneous reaction of
ethanol, 1-butanol, 1-heptanol, and 1-decanol with 4�20 nm
H2SO4 nanoparticles by the TDMA method at relatively high
acidity (50�75 wt %) and the alcohol gaseous concentrations of
1013�1016 molecules cm�3. No observable growth is detected
within the accuracy of experimental measurements (Table 1),
suggesting that esterification of alcohols by H2SO4 may con-
tribute negligibly to growth of freshly nucleated particles in the
atmosphere, where concentrations of alcohols and particle
acidities are substantially lower. This conclusion is in agreement
with the lifetime of alcohols estimated by Minerath et al.549 from
the reaction rate between alcohols and H2SO4 at high acidity
using the atmospheric concentrations of alcohols and the time
scale for nucleation growth. In another study, Vaattovaara et al.,319

using an ultrafine organic TDMA, observed growth with
6�50 nm seed nanoparticles composed of NH4HSO4, H2SO4/
NH4HSO4, citric acid, benzoic acid, and tartaric acid exposed to
ethanol at a 72�86% saturation ratio. However, physical parti-
tioning of ethanol vapor, instead of heterogeneous reaction, may
be responsible for the observed particle growth because an
extremely high ethanol concentration is used in those experi-
ments. A dependence of the growth factor on the initial particle
size is noted at ∼3% relative humidity.319 Thermodynamic
calculations suggest that the Kelvin effect alone cannot account
for themagnitude of the observed variation in the growth factor for
particles smaller than 20 nm. The change in the chemical
composition of smaller particles due to the higher Laplace pressure
from the excess free energy at the highly curved nanoparticle
surface is proposed to explain the measured trend.319

4.3.6. Other Species. A diversity of organic compounds is
present in the atmosphere, many of which possess multiple
functional groups that may lead to different types of hetero-
geneous reactions and possibly contribute to nanoparticle
growth. For example, epoxide, cyclic ether with three ring atoms,
reacts rapidly with water in acidic medium.550 Recently, it has
been shown that under pristine conditions isoprene is oxidized
primarily to hydroxyhydroperoxides and that further oxidation of
hydroxyhydroperoxides by the OH radical leads efficiently to
formation of dihydroxyepoxides (i.e., epoxydiols).551 Surratt
et al.552 suggest that secondary organic aerosol formation can
be enhanced by the reactive uptake of dihydroxyepoxides, by the
acid-catalyzed ring opening of the epoxide in the particle phase,
followed by subsequent addition of H2O, inorganic sulfate, or a
2-methyltetrol and a hydroxyl sulfate ester present in the aerosol
phase. A series of laboratory studies have been carried out to
measure the bulk hydrolysis reaction kinetics for a number of
epoxides, including those formed from the OH radical-initiated
reaction of isoprene, and to assess the potential of diol and

Scheme 4 Scheme 5
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hydroxyl sulfate ester formation from reactions of epoxides on
tropospheric aerosols550,553,554 using a nuclear magnetic reso-
nance technique. These results suggest that the isoprene-derived
dihydroxyepoxides undergo efficient hydrolysis under atmo-
spheric conditions, even in mildly acidic or pH-neutral particles.
The hydrolysis reactions of epoxides may hence provide a viable
alternative to the kinetically and thermodynamically inefficient
reactions between alcohols and sulfuric acid549 and explain the
observation of sulfate esters (organosulfates) in secondary
organic aerosols in ambient air and in laboratory chamber
studies.
The coexistence of different types of organic compounds in

the atmosphere may result in a synergistic effect that also
contributes to growth of nanoparticles. For example, chemical
analysis of ambient nucleation mode aerosols suggests the
presence of formate, acetate, and propionate.60 However, labora-
tory experiments indicate that even organic acids of lower
volatility, such as cis-pinonic acid, do not significantly contribute
to nanoparticle composition.58 This apparent discrepancy be-
tween ambient measurements and laboratory experiments can be
explained by a synergistic effect between organic acids and
alkylamines in ambient air, forming stable salts, reducing the
volatility of both components.

5. NUMERICAL TREATMENT OF AMBIENT NANOPAR-
TICLE NUCLEATION AND GROWTH RATES

5.1. Measured Nucleation and Growth Rates
In ambient studies, the number distribution of nucleation

mode particles evolves with time and can be well fit with a log-
normal distribution that is characterized by the total particle
number concentration,N, the geometric mean particle diameter,
Dg, and the geometric standard deviation, σg. Since the existing
analytical methods cannot detect the critical nucleus, only the
formation rate of larger particles of the diameter Dp can be
measured, rather than the true atmospheric nucleation rate. The
particle formation rate, JD, is defined as the flux of particles
growing past the size Dp. When the effects of both coagulation
and transport are small compared to the particle production, JD
can be written as50

JD ¼ ΔNDp,Dp,Max

Δt
ð5:1Þ

where NDp,Dp,Max
is the total particle number concentration in the

size range [Dp, Dp,Max] and Dp,Max is the maximum size the
critical nucleus can reach during a time of the particle formation
event,Δt. This approximation offers a simple formula to estimate
new particle formation rate in relatively clean, homogeneous air
masses. However, this approach may significantly underestimate
the true particle production rate when the nuclei number
concentration or the pre-existing particle concentration is high50

or when an air mass is inhomogeneous and rapid mixing of
particles nucleated takes place at the measurement site. The
apparent particle growth rate, GR, is then expressed as

GR ¼ ΔDg

Δt
ð5:2Þ

Note that this equation fails in the case of fast continuous
nucleation producing new particles during particle growth.50

The apparent growth rate of nucleated particles determined from
field measurements is typically 1�20 nm h�1.50,51

5.2. Condensation Sink of Low-Volatility Vapor
Assuming growth of particles is solely due to condensation of

low-volatility vapors,464 the growth rate can also be expressed
as555�557

dDp

dt
¼ 4mνβMDC

DpF
ð5:3Þ

where mv is the molecular mass of condensable vapor, βM is the
transitional correction factor for the condensational mass flux,491

D is the diffusion coefficient of the gas-phase molecules, C is the
vapor concentration, and F is the particle density. This equation
can be integrated from Dp,0 to Dp to obtain

C ¼ F
ΔtDmv

Dp
2 � Dp, 0

2

8
þ 2

3α
� 0:312

� �
λvðDp � Dp, 0Þ

 

þ 0:623λv
2 ln

2λv þ Dp

2λv þ Dp, 0

�
ð5.4Þ

where α is the mass accommodation coefficient and λv is the
mean free path of the gas molecules.

It should be noted that this approach uses a continuum regime
expression together with a transition regime correction factor, e.g.,
Fuchs�Sutugin,556 assuming that the condensingmolecules have a
negligible size compared to aerosols and that the particles have
negligible mobility compared to vapor molecules. Such approx-
imations are obviously not valid at the initial stage of particle
growth. Using a correction factor that is obtained by equating the
generalized coagulation rate, a new analytical expression that
includes transition regime effects on growth, molecule size effects
on the collision cross section, and particle mobility effects on the
relative collisional speeds can be developed.558,559 Detailed theory
and analytical equations have been provided elsewhere.559

Furthermore, the flux of low-volatility vapors to the pre-
existing particle population, CS, is defined as556,560

CS ¼ 4πDCS0 ð5:5Þ
where D is the diffusion coefficient of the gas-phase molecules.
The condensation sink CS0 is integrated over the aerosol size
distribution

CS0 ¼
Z ∞

0
rβMðrÞnðrÞdr ¼ ∑

i
βMiriNi ð5:6Þ

where βM is the transitional correction factor for the condensa-
tional mass flux,491 ri is the radius of particles in a size class i, and
Ni is the number concentration of particles in a size class i.

An alternative approach has been developed to describe the
condensation sink of gas-phasemolecules, where the Fuchs surface
area, AFuchs, is used to account for the fact that pre-existing
atmospheric particles have sizes that fall in the transition between
free molecular and diffusional cluster transport regimes.261,374 The
relationship between CS0 and AFuchs is given by the following

CS0 ¼ c̅AFuchs

16πD
ð5:7Þ

where is c the mean thermal speed of the gas-phase molecule.374

5.3. Combined Growth Including Condensation and Intra-
modal/Extramodal Coagulation

As discussed above, most analyses of ambient new particle
growth rates assume thatmeasuredmodal growth rates are due to
condensation alone. Recently, a numerical method has been
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developed to elucidate the contribution of the intramodal
coagulation of nucleationmode particles, extramodal coagulation
of nucleation mode particles with preexisting particles, and
condensation of H2SO4 to the nanoparticle growth.222 In addi-
tion to nanoparticle growth by condensation of H2SO4, intra-
modal coagulation of nucleation mode particles leads to an
increase in modal size, being more significant at a higher
concentration of nucleation mode particles. Extramodal coagula-
tion can also lead to an increase in the mean modal size of the
nucleation mode particles, because smaller particles with higher
diffusivities are depleted faster than larger particles.

If the nucleated particles are assumed to be dry ammonium
sulfate with condensational growth limited by transport of gas-
phase sulfuric acid molecules to the particle, the time rates of
change of the modal parameters due to the above three mechan-
isms are approximate values because of applying a first-order
transition regime correction in the free molecule regime. The
time derivatives of the three modal parameters are obtained from
the time derivatives of the zeroth, first, and secondmoments (Mk,
k = 0, 1, 2) in particle volume (vt πDp

3/6) of the mode where

MkðtÞ �
Z

mode
νknðν, tÞd ln ν ¼ NðtÞ 3Dg

3kðtÞ 3 exp
9
2
k2 ln2 σgðtÞ

� �

ð5.8Þ

nðν, tÞ � dN
d ln ν

¼ 1
3

dN
d ln Dp

ð5.9Þ

For intramodal coagulation, the time derivatives of the moments
are

dMk

dt
¼ 1

2

Z
ν2

Z
ν2

ðν1 þ ν2Þk � ν1
k � ν1

k
h i

� βðν1, ν2Þnðν2, tÞd ln ν1d ln ν2 ð5.10Þ
where β(ν1,ν2) is the Fuchs485 transition regime collision
frequency function for particles of volumes v1 and v2 and both
integrals are over the nucleation mode.

For extramodal coagulation the time derivatives of the mo-
ments can be expressed as

dMk

dt
¼

Z
ν2

Z
ν2
νkβðν1, ν2Þnðν1, tÞnðν2, tÞd ln ν2 d ln ν1

ð5.11Þ
where the outer integral (v1) is over the nucleation mode and the
inner integral (v2) is over the extramodal region above the
nucleation mode.

The rate of sulfuric acid condensation and neutralization
process can be written as

dMk

dt
¼ NsðtÞ

Z
ν
ðν þ νnÞk � νk
h i

βðν, νsÞnðν, tÞd ln ν
ð5.12Þ

where vn and vs are the respective volumes of (NH4)2SO4 and
H2SO4 molecules, Ns is the number concentration of H2SO4

molecules, where β(v,vs) is the Fuchs485 transition regime
collision frequency function for nucleation mode particles of
volumes vand H2SO4 molecules of volumes vs, and the integral is
over the nucleation mode.

This approach has been used to calculate rates of sulfuric acid
condensation, intramodal coagulation, and extramodal coagulation

during nucleation events in Atlanta, GA, and Beijing, China, and a
difference between the apparent growth rate and the sum of the
three processes has been identified in some of nucleation
events.222,250 Since the concentrations of molecular clusters are
likely 10�100 times lower than that predicted by the collision-
controlled theory, condensation of molecular clusters contributes
negligibly to measured growth rates.222 Using the theoretical
framework discussed above, Yue et al.250 found that condensation
of sulfuric acid and its subsequent neutralization by ammonia and
coagulation contribute to less than 50% of the measured particle
growth and concluded that organic compounds are an important
contributor to growth of freshly nucleated particles.

5.4. Derivation of Nucleation Rates from Atmospheric
Measurements

Nucleation theories suggest that freshly nucleated particles are
initially on the order of 1 nm in diameter. However, existing
measurement techniques can only detect particles of 1.5�3 nm in
size.1,56 In practice, the measured particle formation rate, JD, is
normally defined as the flux of particles exceeding the size Dp.
Hence, it is possible to derive the actual nucleation rate (normally
nucleation rate for 1 nm nuclei, J1) from the measured nucleation
rate JD as a result of condensational growth in the atmosphere. To
derive an analytical formula that describes the time evolution of the
nuclei number concentration N during growth from their initial
sizeD* to some larger sizeDp, the following assumptions aremade:
(1) the only important sink for the nuclei is their coagulation to
larger pre-existing particles, (2) the nuclei grow by condensation at
a constant rate, and (3) the pre-existing population of larger
particles remains unchanged during nuclei growth.560

As discussed earlier (section 5.1), the apparent nucleation rate
JD, growth rate GR, and condensation sink CS0 can be derived
from the measurements of the time evolution of the particle size
distribution in the size range [D, DMax]. The actual nucleation
rate J* is then determined by the competition between condensa-
tion growth (GR) and scavenging (rate proportional to con-
densation sink CS0)478,560

JDp ¼ J� 0:23
1
Dp

� 1
D�

" #
CS
GR

( )
ð5:13Þ

where D* is the size of the nuclei and normally estimated to be
1 nm. Setting the measured formation rate at 3 nm (J3) gives

J3 ¼ J1 �0:153
CS
GR

� �
ð5:14Þ

A similar approach has been developed to extrapolate the
nucleation rate of 1 nm particles J1 from time-shifted values of
J3 by incorporating the probability that a particle grows from 1 to
3 nm by vapor condensation before being scavenged by pre-
existing aerosols.253,261,374 The detailed theory and analytical
equation can been found elsewhere.253,261,374

The estimated value of J1 is then fit to the corresponding
H2SO4 concentration according to a power law expression given
by eq 3.10, where both the exponent P and the prefactor k are
unconstrained fitting parameters. According to the nucleation
theorem, the value of the exponent P indicates the number of
H2SO4 molecules in a critical nucleus.132,133

Recently, Korhonen et al.561 evaluated the performance of
several mathematical tools developed previously for analysis of
atmospheric new particle formation rates and estimation of nuclea-
tion rates andmechanisms. The accuracy of the estimates of particle
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formation rate at both 3 and 1.5 nm sizes shows significant
sensitivity to the form of the equations used and assumptions made
about the initial size of nucleating clusters. The poor estimates of
nucleation and growth rates can lead to large uncertainties in the
nucleation prefactors and power exponents in eq 3.10. It is also
suggested that combining data from several new particle formation
events to scatter plots of H2SO4 versus formation rates and
determining the slope of the regression line may not yield reliable
information about the nucleation mechanism, and hence, caution
needs to be excercised in interpreting the field results.

6. SUMMARY AND FUTURE RESEARCH NEEDS

Althoughnewparticle formation accounts for amajor fraction of
atmospheric aerosols in various environments, the fundamental
chemical processes responsible for aerosol nucleation and growth
remain poorly understood.1 Available results on aerosol nucleation
and growth from previous experimental, theoretical, and field
studies are conflicting, hindering efforts to develop atmospheric
models to simulate formation and growth of secondary aerosols on
the regional and global scales. In particular, given the diversity of
organic species produced from oxidation of biogenic and anthro-
pogenic hydrocarbons in the atmosphere,287 major challenges exist
to model the sources and processes contributing to formation and
growth of nanoparticles by organics.

Atmospheric new particle formation occurs in two distinct stages,
i.e., nucleation of the critical nuclei and subsequent growth of the
nuclei to larger particles. According to the classical nucleation
theory, the critical nucleus corresponds to the free energymaximum
of the nucleating system, resulting in a nucleation barrier beyond
which the cluster grows spontaneously. A major limitation in the
spontaneous growth of nanoparticles, particularly for freshly nu-
cleated particles with a size of 1 to 2 nm, is due to the Kelvin effect.
Also, growth competes with capture/removal of clusters by coagula-
tion with pre-existing aerosols.336 The rate at which nucleation
occurs is related to the chemical composition of the critical nucleus
and the gaseous concentrations of the nucleating species. The
nucleation rate is an important variable in simulations of aerosol
formation in regional and global atmospheric models.392,483 Much
of the previous research has focused on nucleation involving sulfuric
acid, since sulfate represents an important component of the
nucleation mode aerosols308 and the presence of sulfuric acid in
concentrations exceeding 105 molecules cm�3 has been shown as a
necessary condition to observe new particle formation in the
atmosphere.11 Atmospheric measurements have revealed a weak
dependence of the nucleation rate on sulfuric acid concentrations,
implying that only 1�2 H2SO4 molecules may be present in the
critical nucleus.261 Available experimental results, however, show a
large variability in the chemical composition of the critical nucleus,
ranging from 1 to 10 sulfuric acid molecules, which is inferred
indirectly from nucleation rate measurements. Those experimental
and field findings raise an important question of whether one or two
sulfuric acid molecules are sufficient to form a critical nucleus at the
temperatures and concentrations of sulfuric acid corresponding to
the lower troposphere.1 Most recent laboratory experiments and
field measurements suggest that this may be plausible only if other
stabilizing species are involved in nucleation and present in the
critical nucleus. For instance, organic compounds from anthropo-
genic and biogenic sources may assist the nucleation process either
directly, e.g., by amines,372,376 or following atmospheric photo-
oxidation, such as by organic acids from aromatics57 and mono-
terpenes.58 The presence of amines and organic acids considerably

enhances nucleation in thewater�sulfuric acid system via formation
of strongly hydrogen-bonded clusters containing these organic
molecules in addition to sulfuric acid and water.58,377,378

Measurements of new particle formation in the free tropo-
sphere are mostly consistent with the binary water�sulfuric acid
nucleation. In the boundary layer, however, binary nucleation is
recognized as incapable of explaining atmospheric nucleation
events and several alternative nucleation mechanisms may play a
crucial role, including ternary nucleation of sulfuric acid with
ammonia or organics and nucleation involving iodine species.
The contribution from organics likely explains high aerosol
concentrations observed in polluted environments,264,392 where
high concentrations of low-volatility organic species can be
produced by direct emissions and by photochemical oxidation
of hydrocarbons. Although each of these mechanisms may
explain new particle formation in a specific environment, none
of them provides a consistent explanation of particle nucleation
under a wide range of environmental conditions. Although the
activation and kinetic parametrizations of nucleation are sug-
gested to represent a promising way to improve the performance
of global models,481�483 other model analyses indicate that only
the ion-mediated nucleation can account for the measured
particle number concentrations in the troposphere.484,562 The
relative role of ion-mediated nucleation in the atmospheric
remains controversial.61 Atmospherically measured growth rates
of freshly nucleated particles cannot usually be explained solely
by the condensation of sulfuric acid and associated water,
ammonia, and amines. Low-volatility organic compounds are
the most likely candidates for growth of nascent clusters and
nanoparticles. The role of heterogeneous reactions of oxidized
organics may become progressively important in growth of
nanoparticles as their size increases beyond about 4�6 nm.13

To improve the understanding of atmospheric new particle
formation, further field measurements and laboratory experi-
ments are needed to monitor the gas-phase nucleating vapors
and chemical compositions of neutral and ionic clusters and
nanoparticles simultaneously. Advanced field measurements are
crucial to providing information about the spatial distribution of
the rate coefficient in the nucleation parametrizations. To
achieve this level of chemical detail, development of more
advanced analytical techniques is required, including identifica-
tion and quantification of diverse gaseous nucleating precursors
present in ambient air at the ppb and lower levels and detection
and chemical analysis of critical nucleus to sub-10-nm diameter
particles. Formation of clusters and their growth to nanoparticles
in laboratory experiments needs to be investigated under condi-
tions of atmospherically relevant vapor concentrations and time
scales. Further developments in theoretical methods are required
to corroborate and validate the results of laboratory experiments
and ambient measurements. These include accurate quantum
chemical calculations of free energies for formation of molecular
clusters to calculate the cluster evaporation rates for use in
dynamical atmospheric cluster models and also first-principle
MD and MC simulations to investigate the dynamics, structures,
and energetics of multicomponent clusters and the role of proton
transfer in cluster stabilization.

Furthermore, improved physically based parametrizations of
aerosol nucleation and growth developed on the basis of and
validated against laboratory, field, and theoretical studies need to
be implemented into regional and global atmospheric models to
assess the impacts of aerosols on climate, weather, air quality, and
human health.
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GLOSSARY OF ACRONYMS
AIS air ion spectrometer
AMS aerosol mass spectrometer
APi-TOF atmospheric pressure interface time of flight
BCP bond critical point

BSMA balanced scanning mobility analyzer
CCN cloud condensation nuclei
CIMS chemical ionization mass spectrometry
CLOUD cosmics leaving outdoor droplets
CN condensation nuclei
CNT classical nucleation theory
CPA cis-pinonic acid
CPC condensation particle counter
CVTST canonical variational transition state theory
DEG diethylene glycol
DFT density functional theory
DMA differential mobility analyzer
DMPS differential mobility particle sizer
DNT dynamical nucleation theory
EUCAARI European Integrated project on Aerosol Cloud

Climate and Air Quality Interactions
FT-ICR-MS Fourier transform ion cyclotron resonance mass

spectrometry
IN ice nuclei
IMN ion-mediated nucleation
LJ Lennard�Jones
MC Monte Carlo
MD molecular dynamics
MS mass spectrometry
NAIS neutral cluster and air ion spectrometer
NAMS nano aerosol mass spectrometer
NCCN nucleation and cloud condensation nuclei
PBL planetary boundary layer
PHA pulse height analysis
PIMD path-integral molecular dynamics
ppb part per billion
ppm part per million
ppt part per trillion
PSI Paul Scherrer Institute
PSM particle size magnifier
QTAIM quantum theory of atoms in molecules
RH relative humidity
RI resolution of identity
SMPS scanning mobility particle sizer
TDCIMS thermal desorption chemical ionizationmass spec-

trometer
TD-ID-CIMS thermal desorption�ion drift�chemical ioniza-

tion mass spectrometer
TDMA tandem differential mobility analyzer
TIP transferable intermolecular potential
TMB 1,3,5-trimethylbenzene
UCPC ultrafine condensation particle counter
VdW van der Waals
VOCs volatile organic compounds
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